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Abstract

1,3,7-Trimethylxanthine (C8H10N4O2), better known as caffeine, has an asymmetric and
achiral structure. These properties result in two enantiomers on the surface upon adsorption
and affect the structural arrangement of the molecules on a crystalline substrate. Therefore,
a structural analysis of caffeine molecules in mono- and submonomolecular coverage on
weakly interacting substrates allows to study this influence.

In this work, the formation of caffeine molecules on a Au(111) surface is investigated by
scanning tunneling microscopy (STM), low-energy electron diffraction (LEED), X-ray
photoelectron spectroscopy (XPS), and density functional theory (DFT) calculations.
The thin caffeine films are prepared by molecular beam epitaxy (MBE) in ultra-high
vacuum (UHV) and studied at room temperature. In monomolecular coverage, the caffeine
molecules assemble in a quasi-hexagonal phase on Au(111). Thereby, two mirrored domains
are measurable with respect to the substrate surface in STM and LEED experiments. From
these measurements, a periodic layer with only one molecule in the unit cell is initially
deduced. In XPS experiments, no strong interaction with the substrate is observed. This
motivates a theoretical analysis of the caffeine monolayer structure, which is performed
with ab-initio DFT simulations. From the simulation results, it can be concluded that a
caffeine monolayer formation with at least three molecules in different chiralities per unit
cell is preferred. This hypothesis is in accordance with all recorded measurement data.

In addition to the room temperature study, a structural analysis is performed at low
temperatures focusing on submonolayer coverage of caffeine molecules on the Au(111)
surface. In monolayer coverage, the quasi-hexagonal order of the caffeine molecules on the
gold substrate can be reproduced at low temperatures. Also, it can be shown that more
than one molecule is present in the adsorbate unit cell and the three-molecule unit cell
hypothesis is strengthened. In contrast to the room temperature STM measurements, it
is possible to perform investigations of the submonolayer coverage at low temperatures.
There, distinct assemblies of caffeine molecules are found in defined orientation to the
substrate. These can be identified as building blocks of chiral motifs on the surface.
For higher coverage the transition to the dense quasi-hexagonal monolayer is observable.
Thus, the assembled formations of the building blocks disappear and the aforementioned
monolayer formation recurs. These results contribute to the understanding of the formation
process of caffeine monolayers on crystalline substrates.
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Kurzfassung

1,3,7-Trimethylxanthin (C8H10N4O2), besser bekannt als Koffein, besitzt eine asym-
metrische und achirale Struktur, was bei Adsorption zu zwei Enantiomeren auf der
Oberfläche führt. Diese Oberflächenchiralität hat einen Einfluss auf die strukturelle
Anordnung der Moleküle auf einem kristallinen Substrat. Die Strukturanalyse von Koffein-
molekülen in mono- und submonomolekularer Bedeckung auf schwach wechselwirkenden
Substraten ermöglicht es diesen Einfluss zu untersuchen.

In dieser Arbeit wird die Anordnung von Koffeinmolekülen auf einer Au(111)-Oberfläche
mittels Rastertunnelmikroskopie (STM), niederenergetische Elektronenbeugung (LEED),
Röntgenphotoelektronenspektroskopie (XPS) und Dichtefunktionaltheorie (DFT)-Berech-
nungen untersucht. Dafür werden dünne Koffeinfilme mittels Molekularstrahlepitaxie (MBE)
im Ultrahochvakuum (UHV) präpariert und zunächst bei Raumtemperatur untersucht. Die
Koffeinmoleküle ordnen sich bei monomolekularer Bedeckung in einer quasi-hexagonalen
Phase auf Au(111) an. Dabei sind zwei gespiegelte Domänen in Bezug auf die Substrato-
berfläche in STM und LEED Experimenten messbar. Aus diesen Messungen wird zunächst
auf eine periodische Schicht mit nur einem Molekül in der Einheitszelle geschlossen. In
durchgeführten XPS-Experimenten wird keine starke Wechselwirkung mit dem Substrat
beobachtet. Dies motiviert eine theoretische Analyse der Koffein-Monolagen-Struktur,
welche mit ab-initio DFT Simulationen durchgeführt wird. Aus den Ergebnissen der
Simulation lässt sich folgern, dass eine Koffein-Monoschicht mit mindestens drei Molekülen
in unterschiedlichen Chiralitäten pro Einheitszelle präferiert wird. Diese Hypothese ist
kompatibel mit allen aufgenommenen Messdaten.

Zusätzlich zur Untersuchung bei Raumtemperatur erfolgt eine Strukturanalyse bei tiefen
Temperaturen mit Fokus auf Submonolagen-Bedeckung der Koffeinmoleküle. In der
Monolagen-Bedeckung kann auch bei tiefen Temperaturen die quasi-hexagonale Ordnung
der Koffeinmoleküle auf dem Goldsubstrat reproduziert werden. Ebenfalls kann gezeigt
werden, dass mehr als ein Molekül in der Adsorbat-Einheitszelle vorhanden ist und
die Hypothese der dreimolekularen Einheitszelle wird gestärkt. Im Gegensatz zu den
Raumtemperatur STM Messungen gelingt es bei tiefen Temperaturen Untersuchung bei
Submonolagen-Bedeckung durchzuführen. Dort werden distinkte Ansammlungen von
Koffeinmolekülen in definierter Ausrichtung zum Substrat gefunden. Diese können als
Bausteine chiraler Motive auf der Oberfläche identifiziert werden. Im Übergang zur
dichten quasi-hexagonalen Monolage geht die Struktur dieser Bausteine verloren und die
bekannte Formation stellt sich ein. Diese Ergebnisse tragen zusätzlich zum Verständnis
des Formationsprozesses einer Koffein-Monolage bei.
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Chapter

Introduction 1
Studies of organic monolayers have a long history in science, dating back to the beginning
of the 20th century. In a remarkable article from 1936 Irving Langmuir describes these
two-dimensional films as a real world analogue of the popular novella ”Flatland” by
Edwin A. Abbott published in 1884 [1]. This satirical novella describes the fictional
two-dimensional world of Flatland to comment on the hierarchy of Victorian culture, while
exploring mathematical dimensions for a larger audience. The idea of changing dimensions
is still up-to-date and has its impact on our understanding of physics. Especially, reducing
dimensions and possibly complexity is a main driving factor for the study of thin films
and surfaces. At that time Langmuir described and measured organic molecules with
hydrophilic and hydrophobic ends (fatty acids) in monolayer films at gas-liquid interfaces.
These films are comparable to more complex cell membranes, and therefore are a model
system for many biological processes. Furthermore, these films can be transferred to
solids and are used in the coating industry. They are called Langmuir-Blodgett films,
named after him and his collaborator Katharine B. Blodgett, who mainly contributed to
the preparation technique [2, 3]. However, there is a striking quote attributed to Nobel
laureate Wolfgang Pauli that describes the state of the art for surface exploration in the
period during and after World War II:

’God made Solids - But Surfaces were made by the Devil.’
attributed to Wolfgang Pauli [4]

This quote summarizes the difficulties encountered in the experimental study of surfaces.
Therefore, only dramatic technological developments could made it possible to further
investigate surfaces and thin films. Fortunately, these improvements occurred in the
1960s and 1970s when ultra-high vacuum (UHV) systems became commercially available
which allowed the analysis of clean and defined surface structures [5]. Especially, methods
utilizing electrons in the energy range from 50 eV to 500 eV with a mean free paths in
the order of a few angstroms paved the way to study surfaces and interfaces [6]. The
next big step was the invention of the scanning tunneling microscope (STM) in the early
1980s, which made the atomic structure of surfaces accessible in real space. It helped to
differentiate between different long range reconstructions, and made the observation of
local phenomena possible [7]. With this tool and further understanding of the processes
occurring at the surface, a wide range of physical systems could be explored.
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1 Introduction

The topics of molecular adsorption and supramolecular formations on surfaces have evolved
in recent decades. One of the main area of interest has been the self-assembly of deposited
organic molecules on surfaces [8]. A step in the development of supramolecular systems
on surfaces was the observation of organized domains formed between a biotin derivative
and streptavidin [9]. Another observation was the extended surface chirality in the
adsorption of the enantiomers of tartaric acid onto copper [10]. Therefore, modern imaging
techniques can provide precise structural information about the formation of molecules on
metal surfaces. This can be used to study supramolecular organization and heterogeneous
catalysis in adsorbed systems [11]. Therefore, self-assembly is a key point for understanding
and fabricating nanostructured surfaces, for catalysis, and possibly a way to explore the
origin of life [12].

Moreover, the self-assembly of organic molecules on 2D-materials like graphene attracted a
lot attention during the last decades. Due to the modification of the electronical properties
of graphene by adsorbates it is of particular interest [13, 14]. As electrical devices became
smaller and organic electronics came into focus, the study of thin organic electronics was
a logical next step. A main focus in the branch of organic electronics was to reduce costs
and to apply flexible solutions for modern problems [15]. Most notably is the organic
light-emitting diode (OLED) technique, which has conquered the consumer market and
increased its share in the global economy [16]. Moreover, in the ongoing climate crisis
organic thin films could provide the world with efficient, reusable, and climate friendly
solutions and applications in the areas of corrosion protection, surface catalysis, and
on surface chemistry [17]. Further developments and applications of surface-dependent
processes will benefit from an improved understanding of the structural behavior of a wide
variety of materials at the surface and interface [18].

Hence, it is necessary to increase the knowledge about the structural formation of molecular
adsorbents on defined surfaces, especially weak interacting species. An interesting model
system is the aromatic 1,3,7-trimethylxanthine molecule, better known as caffeine, the
most widely used psychoactive drug in the world [19]. The structural formations of these
caffeine molecules in thin films have gained interest in recent years. In particular, the
preparation of crystalline thin films of caffeine molecules and their structural studies
on different substrates have been investigated [20–22]. In addition, the study of the
growth process for the defined preparation of organic thin films is of interest. Röthel
et al. found preferential orientations of caffeine crystals on ionic substrates such as mica,
NaCl, and KCl [23]. These formations are interesting and difficult to study because of
the intermolecular interactions of caffeine and its asymmetric and achiral structure. Due
to this structure caffeine has a prochiral character that leads to two enantiomers on the
surface upon adsorption and affects the molecular assembly on a crystalline substrate.
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Moreover, due to the dynamically disordered structure and the large unit cell, the determi-
nation of these phases has only been achieved recently with x-ray powder diffraction. This
shows that the structure determination of polymorphic phases is complex, especially with
the undetermined structure of one form. Additionally, polymorphism is a big challenge
in pharmacological research and the understanding of the formation process is key for
safe and reliable drug development and production. Polymorphism can also occur in
organic thin films [24, 25]. The use of caffeine molecules in pharmaceutics is very limited.
Nevertheless, it can function as a model system to investigate structural properties and
crystallization nuclei for different polymorphs of small, asymmetric, and achiral molecules.
Moreover, applications of thin caffeine layers could prevent corrosion [26–28] and enhance
the performance of Perovskite solar cells [29]. Furthermore, the molecular adsorption of
caffeine on single-walled carbon nanotubes was studied to investigate possible filter or
sensor applications of carbon nanotubes [30].

Therefore, a basic research attempt is performed to increase the understanding of the
formation of weakly adsorbed molecules. In this work, a bottom-up approach is used
for this purpose and a fundamental investigation of the monolayer formation of caffeine
is carried out. To investigate the interactions and the influence of on-surface chirality
of caffeine, a combined theoretical and experimental approach is used. As a simple and
accessible model system, Au(111) is used as a substrate. Therefore, the present work
reports on the monolayer formation of caffeine on Au(111) characterized by STM, low-
energy electron diffraction (LEED), x-ray photoelectron spectroscopy (XPS), and density
functional theory (DFT) calculations.

In order to present the obtained results, this thesis is divided into 8 chapters. The
following chapter 2 introduces the adsorbate-substrate system and presents information
about the adsorption process in general. Additionally, the concept of on-surface chirality
is discussed. Chapter 3 explains the theoretical background of the used experimental
methods and provides additional insights to the data processing and its analysis. The
different experimental setups utilized in this thesis are described in chapter 4.

Afterwards, the experimental results are presented. In chapter 5 all components necessary
for the preparation of the sample surfaces are presented. Furthermore, the preparation of
the Au(111) substrate and the deposition process of the organic caffeine film are discussed
there. The analysis of the resulting caffeine molecule formations on Au(111) is then
divided into two main chapters. Chapter 6 focuses on the analysis of a dense caffeine
monolayer formation at room temperature, which is studied by STM, LEED, XPS, and
DFT calculations. Derived from these results a structural model is proposed and discussed
in comparison to the literature.

3



1 Introduction

In chapter 7, a further investigation of the formation of caffeine molecules on Au(111)
is shown at low temperatures. There, the dense monolayer formation is investigated
with intra-molecular resolution. In addition, the low-temperature chapter focuses on the
study of submonolayer caffeine coverage. Therefore, supramolecular assemblies and chiral
motifs of the caffeine molecules on the gold surface are presented. Finally, the chapter 8
summarizes the results, refers to the current scientific context, and concludes with an
outlook and suggestions for further studies.
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Chapter

Background 2
Starting with background information, this chapter provides fundamentals useful for the
further analysis of the adsorbate-substrate system. The first section introduces the caffeine
molecule, and its macroscopic and microscopic structural properties. The second section
briefly summarizes some concepts of molecular adsorption that are useful for understanding
the sample preparation. The third section gives an overview of the gold substrate and its
structure.

2.1 Caffeine

The caffeine molecule is a naturally occurring purine base of the xanthine class, more
specifically a methylxanthine alkaloid that is chemically related to the adenine and guanine
bases of DNA [31]. Due to this chemical similarity caffeine functions as an antagonist
of adenosine receptors in the brain [32]. This makes it a psychoactive substance and a
stimulant of the human central nervous system [19].

Caffeine has a long tradition in many cultures and is available all over the world with
little or no regulation [33]. An ancient Chinese legend says that the emperor Shen Nung
first discovered tea in 2437 BC when the wind blew leaves into his boiling water. He was
fascinated by the pleasant aroma and invigorated after drinking it [34]. Caffeine has a
bitter taste and is an ingredient of many beverages such as coffee, tea, cola soft drinks, or
energy drinks [35]. People drink caffeinated beverages to relieve or prevent drowsiness and
to improve cognitive performance [31]. Its use correlates with the reduction of diabetes,
liver disease, and an overall reduction of mortality [36]. However, the use of caffeine could
come with light drug dependence effects like withdrawal symptoms in the form of headache,
fatigue, and concentration difficulties [37]. About 85% of the U.S. population, across all
age groups, consumes at least one caffeinated beverage per day, with a mean daily caffeine
intake of 165 mg per person [38]. For comparison a cup of coffee contains about 29 mg to
176 mg of caffeine [39] and an intake higher than 200 mg can lead to insomnia, nervousness,
headache, tachycardia, arrhythmia, and nausea [40]. Nevertheless, due to the effects on
the human central nervous system, caffeine is utilized as a treatment for premature infant
breathing disorders [41].
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2 Background

Another anecdote has been passed down that Johann Wolfgang von Goethe suggested to
the chemist Friedlieb Ferdinand Runge to find the substance in coffee that has such an
effect on humans. And in 1819 Runge isolated relatively pure caffeine for the first time [42].
The first synthesis of caffeine from its chemical components was carried out by Hermann
Emil Fischer in 1895. Two years later, he derived the structural formula of caffeine as a
part of the work for which he was awarded the Nobel Prize in Chemistry in 1902 [43].

Structure

The caffeine molecule or 1,3,7-trimethylxanthine is a xanthine derivative with the molecular
structure shown in figure 2.1. The xanthine core of caffeine consists of two fused rings, the
pyrimidine core ring with six atoms and the five-atom imidazole ring. All six atoms in the
pyrimidine ring are 𝑠𝑝2 hybridized and planar. The imidazole ring is also planar due to
its aromatic 𝜋-bonding system. This makes all nitrogen atoms in the caffeine molecule
coplanar and thus the entire molecule. Attached to the two rings are three methyl groups,
two oxygen atoms, and one additional hydrogen atom. In addition, the entire caffeine
molecule is aromatic using Hückel’s rule, which was further verified by DFT [44].

C10

C2

C12

C4

C5

C6

C8

C14
O13

N1

O11 N3 N9

N7

Figure 2.1: Molecular structure of caffeine (C8H10N4O2) and assignment of numbers to atoms
within the molecule. Carbon (C) atoms are shown in gray, nitrogen (N) in blue, oxygen (O) in
red, and hydrogen (H) in white. Representation by VESTA [45].
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2.1 Caffeine

Pure caffeine is a white, odorless, crystalline powder at room temperature and atmospheric
pressure. Three polymorphs and a hydrate of caffeine are currently reported in the
literature. The caffeine monohydrate structure was first determined by Sutor (1958) [46].
The three different crystalline phases are the 𝛼 or I- , 𝛽 or II-, and 𝛾 or III-form, which were
further characterized by Derollez et al. (2005) [47], Lehmann and Stowasser (2007) [48],
and Dichi et al. (2014) [49], respectively.

298 424 511

1

temperature in K

pr
es
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r

Form III

Form II Form I Liquid

Gas

Figure 2.2: Phase diagram of caffeine. Reproduced from Dichi et al. [49].

Figure 2.2 shows the phase diagram of the three crystal phases as well as the liquid
and gas phases, which was obtained by Dichi et al. [49]. The low-temperature phase
form II is stable at room temperature and atmospheric pressure and transforms into the
high-temperature form I over 141 °C and melts at 236 °C. The reconversion from form I to
the form II is kinetically inhibited, so that form I can be metastable at room temperature
for weeks [20]. The low-pressure phase form III is obtained at pressures of 1 × 10−5 mbar
and room temperature. It is metastable at atmospheric pressure and transforms to form I
during heating [49]. The crystal structures of anhydrous caffeine polymorphic phases form
I and II are shown in figure 2.3. The structure of form III is currently undetermined, but
is expected to be similar to form I [49].

Form I caffeine is a dynamically disordered high-temperature phase that crystallizes in the
trigonal space group R3c. The unit cell parameters are: 𝑎, 𝑏 = 14.937 Å and 𝑐 = 6.898 Å,
resulting in a unit cell volume of 𝑉 = 1332 Å3 [20]. As shown in figure 2.3 (a) and 2.3 (c)
the molecules in this dynamically disordered phase form two nearly hexagonal layers of
flat molecules which are stacked on top of each other. At each individual molecule position
three preferential orientations rotated around the perpendicular axis of the flat xanthine
core of the caffeine molecule were determined [47, 50].

7



2 Background

(a) Form I: ’on top view’ [47]. (b) Form II: ’on top view’ [48].

(c) Form I: ’side view’ [47]. (d) Form II: ’side view’ [48].

Figure 2.3: Perspective drawings of the caffeine form I and II unit cells determined by Derollez
et al. [47], and Lehmann and Stowasser [48] in a space-filling depiction, visualized by the VESTA
software package [45]. Each unit cell is shown in a ’on top view’ and a ’side view’ which is 90°
rotated around the horizontal axis of the ’on top view’. (a) Form I unit cell which shows the
three preferential orientations of the caffeine molecule on each site. (b) Form II unit cell. (c)
The molecules are nearly parallel aligned to the hexagonal plane. (d) Formation of molecular
stacks parallel to the c axis of form II. The viewing direction is along the b axis.

The room temperature caffeine phase - form II - crystallizes in the monoclinic space group
Cc with five crystallographic independent and in sum 20 molecules in the asymmetric unit
cell as depicted in figure 2.3 (b). The unit cell parameters are: 𝑎 = 43.04 Å, 𝑏 = 15.07 Å,
𝑐 = 6.95 Å, with an inclination angle of 𝛽 = 99.03°, which results in a unit cell volume of
𝑉 = 4453 Å3 [48].

The determination of these phases has only been achieved recently with x-ray powder
diffraction. This shows that the structure determination of polymorphic phases is complex,
especially with the undetermined structure of form III. This is due to the dynamically
disordered structure, the large unit cell of the caffeine structures, and the asymmetry
of the caffeine molecule. In addition, the asymmetric and achiral character of the caf-
feine molecule leads to two on-surface chiralities and this prochiral behavior could have
an impact on its monolayer formation [51, 52]. A similar behavior was found for the
related xanthine derivative theophylline on Au(111) [53] and theobromine on Au(111) and
graphene/SiC(0001) [54].

8



2.2 Molecular adsorption

2.2 Molecular adsorption

Before further investigating the formation of caffeine thin films, this section presents a
basic description of molecular adsorption. Adsorption is a surface process and describes the
adhesion of atoms, ions or molecules from a gas, liquid or dissolved solid to a surface. In
contrast, absorption is a phenomenon of a bulk or volume material in which an absorbent
is dissolved. The term desorption describes the reverse process, while sorption includes
both processes. The adsorption process is classified depending on the strength of the
interaction in chemisorption or physisorption, which are described afterwards [55].

In many cases for UHV applications the desorption is neglected and the rate of adsorption
depends just on the pressure of the adsorbate in the residual gas. Therefore, the adsorption
could be roughly calculated with kinetic gas theory over the rate of gas molecules colliding
with a surface unit area per time. This impinging rate is calculated by:

𝐼 = 𝑝
√2𝜋𝑚𝑘B𝑇

, (2.1)

There the pressure 𝑝, the molecular mass 𝑚, the Boltzmann constant 𝑘B, and the absolute
temperature 𝑇 are used to express the formula [55].

A further description of the adsorption process from gas particles is the Langmuir adsorption
model, which includes desorption. In this model the adsorbate is treated as a ideal gas
at isothermal conditions and the adsorption and desorption processes are assumed to be
reversible and equal in the equilibrium. Treating all adsorption sites equal, limiting the
process to one monolayer, with at most one particle at each adsorption side, the Langmuir
equation can be derived and represented by [8]:

𝜃𝐴 =
𝐾eq 𝑝𝐴

1 + 𝐾eq 𝑝𝐴
(2.2)

Here 𝜃𝐴 is the relative occupancy of the adsorption sites and 𝑝𝐴 is the partial pressure
of the adsorbate. 𝐾eq is the associated equilibrium constant, which is the ratio of
the adsorption and desorption rate. As shown in equation 2.1 the adsorption rate is
𝑘ad ∝ 1

√2𝜋𝑚𝑘B𝑇 . The desorption is described via a temperature-dependent Boltzmann
term with 𝑘des ∝ exp(−𝐸ads)/𝑘B𝑇.

The Langmuir adsorption model has its limitations because it neglects multilayer growth,
surface roughness, and adsorbate-adsorbate interactions. Nevertheless, it shows that
temperature-dependent desorption plays a role that could reduce the coverage.

9



2 Background

2.2.1 Physisorption

Physisorption describes the adsorption, in which the adsorbate and the surface remain
intact after deposition. Therefore, the electronic structure of the atom or molecule is barely
disturbed during physisorption. The fundamental interaction force of physisorption is the
Van der Waals force (VdW). It arises from the interaction between induced, permanent or
transient electric dipoles [55].

A potential way to model Van der Waals forces is via the Lennard-Jones potential which
is often used to model the isotropic part of the total VdW as a function of distance. The
Lennard-Jones potential models soft repulsive and attractive interactions and is shown in
figure 2.4.

Figure 2.4: Depiction of the Lennard-Jones potential as a function of r in units of 𝜎.

In mathematical terms the Lennard-Jones potential is modeled with:

𝑉LJ = 4𝜀 [(𝜎
𝑟

)
12

− (𝜎
𝑟

)
6
] = 𝜀 [(𝑟m

𝑟
)

12
− 2 (𝑟m

𝑟
)

6
] (2.3)

Hereby is 𝑟 the distance between two interacting particles in units of 𝜎, which is the
distance at which point the potential 𝑉LJ is zero. The minimum is at 𝑟 = 21/6 where the
potential energy is −𝜀. The repulsive term (1/𝑟12 term) describes the Pauli repulsion at
short distances of the interacting particles due to overlapping electron orbitals and the
attractive term (1/𝑟6 term) describes attraction at long ranged interactions, which vanish
at infinite distance between two particles. In combination, the Lennard-Jones potential
describes electronically neutral atoms or molecules.
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2.2 Molecular adsorption

An example for physisorped films is the class of long-chain functionalized alkanes [56].
Moreover, flat physisorbed molecules tent to adsorb along their flat side to increase the
magnitude of the VdW forces with some degree of rotational freedom [50]. In addition,
physisorption is a potential way to storage hydrogen [57]. And recently an example of a
bond transition from physisorption to chemisorption of CO molecules was observed [58].

2.2.2 Chemisorption

In contrast to physisorption, chemisorption is an adsorption in which a chemical reaction
occurs between the surface and the adsorbate as a result of the adsorption. The reaction
induces strong interaction between the adsorbate and the substrate surface and hence
creates new types of electronic bonds, which are detectable with sensitive measurements,
for example XPS. The binding energy depends on the involved species and is typically in
the order of 1 − 10 eV [55].

Chemisorption allows the formation of long-range ordered surface phases that are very
stable. A common example of chemisorption is metal adsorbates on a metal surface, which
play a special role in heterogeneous catalysis [59]. A further example of chemisorbed films
is the class of self-assembled thiol molecules (RS H) adsorbed on gold surfaces. Due to
the adsorption the thiols form strong Au SR bonds with the surface and release H2. The
densely packed SR groups protect the surface [60]. Due to the stable structure of caffeine
molecules, chemisorption does not play a significant role in this work. But in all molecular
adsorbate films, chirality has a great influence on the adsorption structure. Therefore, a
short description will be presented in the next section.

2.2.3 On-surface chirality

The geometric property when an object and its mirror image cannot be superimposed is
called chirality. The word chirality is derived from the Greek word kheir, which means
’hand’, since the left and right hands are a basic example of this property. Both hands
are mirror images of each other, but incongruent to each other and cannot be brought
into coincidence, as shown in figure 2.5 (a) [61]. This concept of chirality is transferable to
molecules and is exemplified in figure 2.5.

A chiral molecule and its mirror molecule are called a pair of enantiomers. If the molecule
can be superimposed to its mirror molecule, it is called achiral [62]. To distinguish both
enantiomers they are commonly labeled with (R) as the abbreviation of the Latin words
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rectus for right and (S) sinister for left [63]. Furthermore, a distinction is made between
homochiral and heterochiral ensembles in which only one or both enantiomers are present,
respectively. A heterochiral ensemble with equal amounts of both enantiomers is called a
recemic mixture [64].

The first experiment which connected geometric chirality to a measurable property was
performed by Louis Pasteur in 1848. He obtained two different types of crystals from
tartaric acid solution and showed that these induce opposite rotations in plane-polarized
light. Pasteur contributed this effect to a chiral arrangement in the molecular structure [65].
This was later verified and both enantiomers of tataric acid are shown as examples in
figure 2.5 (b). The molecules are mirror symmetric but incongruent to each other as the
molecule is not flat and therefore are enantiomers.

(S)inister

(a) (b) (c)

(R)ectus

Figure 2.5: Depiction of chiral arrangements mirrored at the dashed horizontal line. (a) A
model of a right and left hand, which are a simple representation of a chiral entity. (b) Chiral
tartaric acid. (c) Mirrored caffeine molecules.

Additionally, chirality is also a property which can be applied to an adsorbate-substrate
system. Due to the lower dimensionality, the mirror-symmetry is often broken at the
interface. Achiral molecules that turn chiral due to an interaction, in this case adsorption,
are called prochiral [64]. As a third example the caffeine molecule is shown with its
mirrored molecule in figure 2.5 (c). It is mirror symmetric but also congruent neglecting
the rotation of the individual methyl groups. But due to the broken symmetry at the
surface the mirrored molecules are no longer congruent and therefore prochiral. Moreover,
four combination of molecules and surfaces in terms of chiral and achiral are possible.
Therefore, the field of chiral adsorption covers a wide range and the principles of mirror
symmetry breaking were studied [52, 66]
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2.3 Gold

2.3 Gold

This chapter presents a short description and some properties of the gold substrate. Gold
is a group 11 element with the atomic number 79 and the element symbol Au (latin
aurum). It is a transition metal and characterized by its bright yellow color in elemental
form and a high electrical conductivity. It is one of the least reactive chemical elements
and is solid under standard conditions. Thus, gold occurs in nature in its elemental form,
but is relatively rare. Historically, gold is best known as a precious metal, which is used
for coins, jewelry and art [67].

The inert behavior results from the d-orbital being completely filled with ten electrons,
which is also the basis for the physical classification as precious metal [68]. Due to its inert
behavior a gold substrate interacts weakly with adsorbed atoms. This makes gold relatively
easy to prepare for surface analysis and allows to study weak interacting molecules like
caffeine due to the absence of strong substrate adsorbate interactions.

2.3.1 Crystal structure

Solid gold crystallizes in a face-centered cubic (fcc) lattice with a lattice constant of
a = 408 pm and four atoms in the unit cell, which is shown in figure 2.6 (a). Every fcc
atom has a coordination number of 12. Hence, every gold atom has 12 nearest neighbors
at a distance of a/√

2 = 288 pm. Depending on the crystal cut different surface planes are
realized. These planes are described by their Miller indices (ℎ, 𝑘, 𝑙).

Miller indices are a triplet of integers describing a family of lattice planes. They are
denoted by the reciprocal value of the intersection of the plane with the axes of the lattice
vectors of the ideal crystal. The resulting triplet is expended to integers and is then a set
of Miller indices (ℎ, 𝑘, 𝑙) which is a normal vector of the described plane given the native
crystal axes. Additionally, the notation [ℎ𝑘𝑙] describes a direction in real space. Negative
values are conventionally marked by a bar over the number like in [ ̄100].

In figure 2.6 (b) an unreconstructed Au(111) plane is depicted. The resulting surface is a
quasi-hexagonal lattice. Though, fcc crystal planes are stacked in an ABC stacking order
inducing a three fold symmetry, which can be measured by x-ray or electron diffraction
measurements. The symmetry group is 6pmm for the top layer and 3pmm taking all layers
into account.
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(a) Gold fcc unit cell, a = b = c = 408 pm. (b) Au(111) crystal plane.

Figure 2.6: Illustration of a gold structure model. (a) The bulk unit cell in fcc coordination.
(b) A cut through a gold cube of 5 × 5 × 5 unit cells in the 111 plane. Modeled with Vesta [45].

2.3.2 Surface reconstruction

In an ideal crystal, the equilibrium position of each individual atom is determined by
minimizing the energy of all other atoms in the crystal, resulting in a periodic structure.
At the surface the bonding symmetry is broken, resulting in a redistribution of energy,
which changes the atom equilibrium positions. Hence, the surface can differ from the ideal
geometry of the bulk crystal, which can be described by relaxation or reconstruction of
the topmost layers [59].

Relaxation of the surface refers to a change in the position of the surface atoms relative
to the bulk positions, while the bulk unit cell at the surface remains intact. The surface
atoms often move in a direction perpendicular to the surface plane, which usually results
in a smaller distance between the layers. Sometimes this is compensated by an increased
distance in a deeper layer. Some surfaces also experience relaxation in the lateral and in
the normal direction, so that the upper layers are shifted relative to the rest to minimize
the positional energy.

Surface reconstruction refers to a change of the surface layer relative to the corresponding
bulk plane geometry. A reconstruction can affect one or more layers on the surface and can
either preserve the total number of atoms in a layer or have more or less atoms than in the
corresponding bulk layer. Reconstruction is common with many metal surfaces especially
for high Miller index crystals [59]. Usually, fcc (111) planes are the most stable metal
surfaces as they have the most nearest neighbors in one plane. Besides platinum, gold is
another fcc metal which forms a reconstruction of the (111) surface plane [69–71].
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The Au(111) surface exhibits a (22 ×
√

3)𝑅30° reconstruction. The resulting unit cell is
rather large and its periodicity and shape was a topic of the scientific discussion for many
years [72–77]. In figure 2.7 a model of the (22 ×

√
3)𝑅30° reconstructed Au(111) surface

unit cell is shown [76]. The insertion of one gold atom into the [1 ̄10]-crystal direction
every 22 atoms results in 23 Au atoms on 22 lattice places. Hence, this leads to a ∼4 %
decreased nearest neighbor distance and different stacking sequences inside the unit cell.
The right side of the model in figure 2.7 starts with a fcc stacking order of gold atoms in
hollow positions corresponding to an ABCABC stacking sequence. Moving to the left side,
the reduced nearest neighbor distance forces the atoms into a bridge position with slightly
increased height perpendicular to the surface, resulting in surface buckling. Further to the
left, the Au atoms pack in a hexagonal close-packed (hcp) order, reducing the stacking
sequence of the four topmost layers to ABAB [77].

Figure 2.7: Representation of the Au(111) (22 ×
√

3)𝑅30° ’herringbone’-reconstruction after
the model of Hanke and Björk [76].

The (22 ×
√

3)𝑅30° reconstruction occurs in three 120° rotated domains, which often
switches after about 15 nm inducing a herringbone like zigzag pattern. This explains the
commonly used term ’herringbone’-reconstruction referring to this reconstruction. The hcp
stacking area in the transition zone between two domains is called ’elbow side’ containing
one atom with reduced (five) and one with increased (seven) in-plane coordination. Hence,
the reaction capability at these ’elbows’ is increased and the adsorption process mostly
starts there [78].
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Chapter

Experimental methods 3
The following chapter contains a description of the surface analysis techniques. The focus
is on the scanning tunneling microscope (STM) as a real space imaging tool. Furthermore,
low-energy electron diffraction (LEED) is used for structural investigations in k-space.
In addition, the x-ray photoelectron spectroscopy (XPS) provides chemical information
about the sample. As a complementary analysis method, density functional theory (DFT)
simulations are briefly discussed at the end.

3.1 Scanning tunneling microscopy

In 1981, the STM was invented by Binnig and Rohrer at the IBM research facility in
Rüschlikon, Switzerland [7, 79, 80]. This microscope utilizes the quantum mechanical
tunnel effect to measure the electron density of a conducting surface with spatial resolution.
In order to achieve high lateral resolution, the surface is scanned with an atomically sharp
tip and its position is recorded by a computer. This invention made it possible to obtain
true spatial images of surfaces and adsorbates at atomic resolution. The importance of this
invention was recognized only five years later with the 1986 Nobel Prize in physics [81, 82].

x y

z

I𝑇

U𝑇

controller

amplifier

data

sample

tip

tube piezo

Figure 3.1: Schematic of a simple scanning tunneling microscope. A sample is probed via
a sharp tip attached to a tube piezo driven by a controller in the x, y, and z directions.
The controller measures the tunnel current and adjusts the bias voltage. Depending on the
measurement mode, the data is displayed as a color-coded 2D image.
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Figure 3.1 shows a schematic diagram of the basic design of a tunnel microscope. The
ideally monoatomic tip is attached to the piezo tube and conducts the tunnel current
via the tunnel contact. This current is between 10 pA and 100 nA. To measure this
current reliably, it is increased with an amplifier. Afterwards the data is recorded by the
computer and the position of the piezo tube is controlled by a feedback loop. For the here
used variable temperature scanning tunneling microscope (VT-STM) from Omicron the
sample is connected to ground potential and the voltage is applied to the tip, which is
also controlled by the computer.

3.1.1 Basic principles

In a STM, a sharp and conductive tip is moved so close to a sample that an electrical
current flow can be measured. Due to the tunnel effect, some electrons can overcome
the vacuum tunnel barrier, which is energetically forbidden according to classical physics.
To maintain the current flow, an electrical bias voltage is applied between the tip and
the sample. The probability of electrons tunneling through the potential barrier depends
on the width and height of the potential barrier. Therefore, the current scales with the
distance between tip and sample and is used to image the topography.

In order to move an atomically sharp tip precise and reproducible over the sample,
the inverse piezoeffect is utilized. The piezoelectric effect occurs when a variation in
expansion causes a change in the electrical polarization in a material. Hence, the inverse
piezoelectric effect induces change of the length by applying a voltage. Piezoelectric
materials are crystalline materials with no inversion symmetry, for example, quartz (SiO2)
or lead zirconate titanate based ceramics, which are used in modern STMs. With these
piezoceramics very precise and small changes in length of less than 0.1 Å can be realized
and measured. The expansion can be controlled by applying an external voltage. Two
different designs of piezoceramics are used. The first concept was a tripod consisting of
three independent piezoceramic stepper-motors, each covering one spatial direction [79].
Later, a scanner was developed consisting of one piezoceramic tube with electrodes located
on opposite sides of the tube to control deflection in the x and y directions. The electrode
for the z deflection is located inside the tube. This design is used for the experiments in
this work. An illustration of such a piezo tube is shown in figure 3.1.

A feedback loop utilizing proportional-integral (PI) controllers is used to avoid collisions
between the tip and the sample and to ensure noise suppression. The STM can be operated
in two different modes. On one hand the constant current mode, in which the sample is
scanned and the height of the tip is adjusted in each step so that the specified current
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3.1 Scanning tunneling microscopy

is kept constant. In this mode, the deflection of the tip is recorded and displayed which
is performed by recording the applied voltage to the z-deflection of the piezo tube. On
the other hand the constant height mode, which records the position of the piezo and the
tunnel current while scanning. Since the feedback loop is suppressed in this mode, the
risk of a tip-sample collision is increased. In this mode, the structures can be identified by
changes in the tunnel current. In real measurements, both, the height position of the piezo
ceramic, and the current flow are recorded, since both modes can only be approximated.

3.1.2 Theoretical description

The tunnel current was first described theoretically in 1928 with the explanation of field
emission by Fowler et al. [83] and the 𝛼-radiation by Gamow [84] using a one-dimensional
tunnel barrier. In principle, a model to describe the scanning tunneling microscope consists

Vacuum

tip sample

𝑒−

V

x
0 h

𝛷T

0

𝐸S
F

𝑒−

𝑒−

𝜓

eU

𝐸T
F 𝛷S

𝜌T

𝜌S

Figure 3.2: Sketch of a 1D vacuum tunnel barrier between a tip and a sample. The Fermi
level of the sample is shifted by the applied voltage 𝑈. The amplitude wave function of the
electrons arriving from the tip side is exponentially decreased on the sample side by the vacuum
tunneling barrier. The frequency and thus the energy of the electron has not changed due to
the elastic tunneling process. The electron density of states of tip 𝜌T and sample 𝜌S is sketched
and visualized with a color gradient.
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of three parts - a tip, the vacuum tunnel barrier, and the sample. In figure 3.2 these three
areas are drawn from left to right in a one-dimensional model. On the left side the tip
is shown in blue. The area in the center represents the vacuum tunnel barrier, and the
sample is indicated on the right side in orange. The Fermi level of the tip 𝐸T

F is indicated
and the vacuum potential is set to 0. The Fermi level of the sample 𝐸S

F is shifted by an
applied voltage 𝑈. Moreover, the work function of the tip 𝛷T and sample 𝛷S are shown
and the electron density of states of the tip 𝜌T and sample 𝜌S are sketched and visualized
with a color gradient. The solution of the Schrödinger equation for an electron with the
energy 𝐸 in each of the three regions is indicated with 𝜓.

To calculate this wave function for an electron in a one-dimensional model, the vacuum
tunnel barrier is assumed to be a rectangle with the height 𝑉0. Hence, no voltage is applied
and 𝑉0 is an averaged or effective work function. Then the wave function is calculated
individually for each area. The electron in the tip (T) is modeled by an incoming plane
wave and a wave that is reflected at the work function barrier with the complex reflection
coefficient 𝑅 [85]. Thus the expression for this part of the wave function is

𝜓T = 𝐴 exp(𝑖𝑘𝑥) + 𝑅 exp(−𝑖𝑘𝑥), (3.1)

with the wave vector 𝑘 = √2𝑚e𝐸
ℏ2 , the reduced Planck constant ℏ, the electron mass 𝑚e

and the energy 𝐸 of the electron. In the vacuum area (V), the wave is described with the
approach:

𝜓V = 𝐴V exp(𝜅𝑥) + 𝑅V exp(−𝜅𝑥) (3.2)

Here the decay length is 𝜅 = √2𝑚e(𝑉0−𝐸)
ℏ2 with the vacuum potential height 𝑉0. The wave

arriving in the sample (S) is described by:

𝜓S = 𝑇 exp(𝑖𝑘𝑥) (3.3)

with the transmission coefficient 𝑇. Using the time-independent Schrödinger equation

[− ℏ2

2𝑚
∂2

∂𝑥2 + 𝑉 (𝑥)] 𝜓(𝑥) = 𝐸𝜓(𝑥) (3.4)

and the condition of the continuity of the wave and its dissipation at the edges of the
vacuum barrier, the transmission coefficient is given by

𝑇 (𝐸) = 2𝑘𝜅 exp(−𝑖𝑘ℎ)
2𝑘𝜅 cosh(𝜅ℎ) − 𝑖(𝑘2 − 𝜅2) sinh(𝜅ℎ)

(3.5)
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with the width of the vacuum barrier ℎ. Here, the tunnel current is proportional to the
square of this coefficient. Assuming a large and wide barrier with 𝜅ℎ ≫ 1 simplifies the
expression with sinh2(𝜅ℎ) ≈ 1

4 exp(2𝜅ℎ) [79]:

𝐼T ∝ |𝑇 |2 = 1
1 + 𝑉 2

0
4𝐸(𝑉0−𝐸) sinh2(𝜅ℎ)

(3.6)

≈ 16𝐸(𝑉0 − 𝐸)
𝑉 2

0
exp(−2𝜅ℎ) ∝ exp (−2𝜅ℎ) . (3.7)

Thus, this simple description of the tunnel current can explain that electrons near the
Fermi level can overcome the vacuum tunnel barrier with a probability that depends
exponentially on the tip-sample distance. With an applied voltage, the potentials can
be shifted relative to each other so that a continuous, directed tunnel current can be
maintained.

Bardeen approach

In 1961 Bardeen developed a more general view of the tunneling process for thin insulator
layers in superconductors [86]. He used a many-body approach and solved the problem
with time-dependent perturbation theory assuming that the interaction of tip and sample
is small, which is not always the case [87]. In this concept, the transfer rate 𝜔 from
an electron state of the tip 𝜇 to a sample state 𝜈 can be obtained with Fermi’s Golden
Rule [88]:

𝜔 = 2𝜋
ℏ

∣𝑀𝜇𝜈∣2 𝛿(𝐸𝜇 − 𝐸𝜈) (3.8)

The transition matrix element 𝑀𝜇𝜈 describes the transition from the initial state 𝜇 to
the final state 𝜈. The 𝛿-distribution allows only elastic transitions where the energy of
the initial state 𝐸𝜇 is equal to the energy of the final state 𝐸𝜈 and thus represents the
conservation of energy. To calculate the tunnel current, all transitions are summed up
and multiplied with the electron charge 𝑒. The occupation probability for electrons is
described by the Fermi-Dirac distribution, where 𝑓(𝐸) represents occupied and [1 − 𝑓(𝐸)]
unoccupied states. Taking into account forward and backward tunneling, and a bias
voltage 𝑈, the tunnel current is given by:

𝐼T = 2𝜋𝑒
ℏ

∑
𝜇𝜈

(𝑓(𝐸𝜇)[1 − 𝑓(𝐸𝜈 + 𝑒𝑈)] − 𝑓(𝐸𝜈 + 𝑒𝑈)[1 − 𝑓(𝐸𝜇)]) ∣𝑀𝜇𝜈∣2 𝛿(𝐸𝜇 − 𝐸𝜈)

(3.9)

To determine the matrix element in the Bardeen approach, the Schrödinger equation
is solved separately for both sides of the barrier using the Wentzel-Kramers-Brillouin
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approximation (WKB approximation). Afterwards, an expression for the matrix element
𝑀𝜇𝜈 is found using first-order time-dependent perturbation theory, which leads to the
so-called ’Bardeen integral’:

𝑀𝜇𝜈 = − ℏ2

2𝑚e
∫ 𝑑 ⃗𝑆(𝜓∗

𝜇∇𝜓𝜈 − 𝜓𝜈∇𝜓∗
𝜇) (3.10)

The integration is performed alongside the separation interface 𝑆 inside the barrier [86].

Tersoff-Hamann approximation

Based on the Bardeen integral for general tunneling processes, Tersoff and Hamann
developed a theory in 1983 to describe the tunnel current of a scanning tunneling micro-
scope [89, 90]. Their theory assumed low voltages (𝑈 → 0) and low temperatures (𝑇 → 0),
which simplified the tunnel current from equation 3.9 to:

𝐼T = 2𝜋𝑒
ℏ

𝑒𝑈 ∑
𝜇𝜈

∣𝑀𝜇𝜈∣2 𝛿(𝐸𝜇 − 𝐸F)𝛿(𝐸𝜈 − 𝐸F) (3.11)

At low temperatures, reverse tunneling is omitted and the Fermi-Dirac distribution
approaches a step function. The case of small bias voltages considers only tunnel transitions
near the Fermi edge with the Fermi energy 𝐸F and is realized by the 𝛿 distributions.

To calculate the transition element, sample and tip are again described independently.
The sample is modeled with a surface wave function which decays exponentially normal to
the surface and has the following shape:

𝜓𝜈 = 1
√𝛺S

∑
⃗𝐺

𝑎𝐺 exp (−√𝜅2 + ∣𝑘⃗|| + ⃗𝐺∣
2

⋅ 𝑧) ⋅ exp (𝑖 [𝑘⃗|| + ⃗𝐺] ⋅ ⃗𝑥) (3.12)

Where 𝛺P is the volume of the sample, 𝑘 = √2𝑚e𝛷
ℏ2 is the decay length into vacuum with

the work function 𝛷, 𝑘⃗|| is the wave vector of the surface-Bloch function and ⃗𝐺 is the
reciprocal lattice vector of the surface. For the tip it is assumed that the exponential
decay is so strong that only the foremost atom, which is approximated by a spherical
s-orbital, plays a role. It is also assumed that the material of tip and sample are identical
and therefore the work function 𝛷 is the same. This results in a tip wave function of:

𝜓𝜇 = 1
√𝛺T

𝑐T𝜅𝑅 exp(𝜅𝑅)exp(−𝜅| ⃗𝑟 − ⃗𝑟0|)
𝜅| ⃗𝑟 − ⃗𝑟0|

. (3.13)

Where 𝛺T is the volume of the tip and 𝑐T is a geometry factor of order 1 for the assumption
that 𝑅 ≫ 𝜅−1. The dimensions of the sample 𝑅, ⃗𝑟0 and 𝑑 are shown in figure 3.3.
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R
⃗𝑟0

d

Figure 3.3: Model of a STM tip in the Tersoff-Hamann approximation [89]. The tip consists
of a spherical s-orbital with radius R and a distance d between tip and sample surface. Here,
the sample is represented by gold atoms of the same size dimension as the tip.

This allows the evaluation of the Bardeen integral and provides an expression for the
tunnel current [90]:

𝐼T = 32𝜋3

ℏ
𝑒2𝑈𝛷2𝜌T(𝐸F)𝑅2

𝜅4 exp(2𝑘𝑅) ⋅ ∑
𝜈

|𝜓𝜈( ⃗𝑟0)|2 𝛿(𝐸𝜈 − 𝐸F) (3.14)

Besides the names used above, 𝜌T is the density of states of the tip at the Fermi level per
volume. The sum in equation 3.14 is equivalent to the local density of stated of the sample
with ∑𝜈 |𝜓𝜈( ⃗𝑟0)|2 𝛿(𝐸𝜈 − 𝐸F) ≡ 𝜌( ⃗𝑟0; 𝐸F). Thus, the STM measures the local density of
states at a constant current. This approximation applies only for metallic substrates, a
large distance between tip and sample a tip where the s-orbital dominates the density of
states.

The assumptions used in the Tersoff and Hamann approach are rarely completely correct
in reality. Ohnishi and Tsukada used molecular orbital theory to calculate the conductivity
of tungsten clusters of size 4-5 atoms as a tip and showed that the conductivity is mainly
given by the 𝑑z2 orbital [91]. Chen generalized the approach of Tersoff and Hamann
by allowing other active tip orbitals than the s-orbital. Thus, he showed that atomic
resolution can be achieved with localized metallic 𝑝z or 𝑑z2 tip states [92]. These occur
in d-band metals such as platinum, iridium or tungsten. Semiconductors that form 𝑝z

orbitals, such as silicon [93], can also be used as a tip material.

In order to optimize the description of the tunnel current, more precise models and
assumptions about the investigated substrates are needed. The basics of the perturbation
theory approaches have been explained in the previous sections. It should be noted that
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in the previous explanations the wave functions are not orthogonal to each other and
only small interactions can be described via perturbation theory. Since it is possible to
manipulate adsorbates with the tip, a small perturbation of the system is not always
present. An extension of this model is the description of the wave functions in a local
orbital base using Green’s functions and the resulting orthogonality. In 1987 Tuskada and
Nobuyuki [94] laid the foundation for the description of tunneling processes using Green’s
functions. Hence, Hamilton operators for the tip, the sample and for the transition are
used and treated separately. Pendry et al. [95] and Todorov et al.[96] utilized this idea
and developed a general expression for the tunneling current density 𝑗T with:

𝑗T = 2𝜋𝑒
ℏ

∫ Tr[𝜌0
T(𝐸)𝑡†(𝐸)𝜌0

S(𝐸)𝑡(𝐸)][𝑓(𝐸) − 𝑓(𝐸 + 𝑒𝑈)]𝑑𝐸 (3.15)

With the density of states matrix 𝜌 of tip (T) sample (S) and the transition matrix 𝑡. Various
approximations and types of interaction can be considered here, such as tight binding
methods [96], Hückel approximation [97], density functional theory [98], or scattering
theory [99].

3.1.3 Experimental implementation

The STM measurements are performed at different facilities using two types of Omicron
STMs. The measuring tip is always an electrochemically etched tungsten tip, which is
further sharpened in-situ. Figure 3.4 (a) shows a scheme of the etching process. A 20 %
sodium hydroxide solution (NaOH) is used as etching solvent. A platinum ring cathode
is placed at the bottom of a cup and a tungsten wire with a diameter in the range of
100 µm to 200 µm is mounted onto a tip holder utilized as the anode in the etching circuit.
The tungsten wire is inserted about 0.8 mm into the etching solution to complete the
circuit. When a voltage is applied, the following reactions occur at the air/electrolyte
interface [100]:

Cathode (Platinium): 6 H2O + 6 e– 3 H2(g) + 6 OH– (3.16)
Anode (Tungsten): W(s) + 8 OH– WO 2–

4 + 4 H2O + 6 e– (3.17)

Due to the electrochemical etching the tungsten wire shrinks and the electric current
declines as the effective wire diameter decreases. When an abrupt current change occurs
the controller switches off the current as the change indicate a disruption of the tungsten
wire. The tip is then cleaned with distilled water and examined under a light microscope.
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3.1 Scanning tunneling microscopy

In figure 3.4 (b) an example of a successfully etched tip is shown. Due to the contact with
the electrolyte and air oxidation occurs at the tip and in-situ sharpening by voltage pulses
or electron bombardment is necessary. A further analysis of the etching process and the
optimal parameters was performed in the bachelor thesis of L. Stevens [101] and more
theoretical insights can be found in the work of T. T. Tsong [102].
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(a) Scheme of the electrochemical tip etching process.

125 µm

(b) Light microscopic image of an etched tip.

Figure 3.4: The STM tip etching process. (a) Schematic depiction of the tip etching process.
(b) A successfully etched tip of a 125 µm thick tungsten wire.

For each measurement the voltage and current setpoints are adjusted to achieve the
best result. Due to the more stable tunneling conditions for low temperature STM
measurements, reference series for LT currents and voltages are shown in chapter 7. As
shown before this depends on the chemical elements, structure, density of states, and the
applied voltage. Therefore, these effects have to be taken into account analyzing absolute
height differences in STM. For each STM measurement the size, the applied bias voltage
𝑈gap, and additionally for constant current measurements the current setpoint 𝐼setpoint is
given in short as: (size, 𝐼setpoint, 𝑈gap).

Moreover, it is almost impossible to produce atomically flat surfaces and align them
perpendicular to the tip. Therefore, the raw data of STM measurements are more or less
two-dimensional tilted planes with small steps modulated on them. In order to detect
structures on these gradients, post processing methods like plane subtraction, leveling,
and line corrections are necessary. In this thesis the post processing, lattice constant
determination, and data visualization of the STM measurements are carried out with the
Gwyddion software package [103]. The lattice constants are determined by 2D-fast Fourier
transform (FFT), autocorrelation function (ACF), or power spectral density function
(PSDF) and averaged across several measurements to minimize the effects of piezo creep
and hysteresis. The PSDF is a FFT of the autocorrelation function, that can reveal spots
belonging to measured periodicity which can be fitted to estimate the lattice constants
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in different directions. This function has proven to be a good approximation for lattice
constants measured in two dimensional images [104]. More details about the analysis
and interpretation of scanning probe microscopy measurements can be found in the work
of P. Klapetek [105]. A systematic uncertainty due to shear or calibration could not be
excluded by averaging, therefore the measured lattice constants are cross-checked with
LEED measurements, which are explained hereafter.

The colormap ’cividis’ is used to display the STM images barrier-free, as it enables an
almost identical visual data interpretation for color-blind and non color-blind people.
Furthermore, this colormap is perceptually uniform in hue and brightness, and increases
in brightness linearly [106]. Therefore, the choice of this colormap ensures the correct
representation of linear data sets including the 2D STM measurements which use colormaps
to present the measured height or current at each individual position.

3.2 Low-energy electron diffraction

The next experimental method described here is the low-energy electron diffraction (LEED)
method. This is a technique in which a conducting periodic sample is irradiated with
monoenergetic electrons and the resulting diffraction pattern is analyzed. To obtain a
diffraction pattern, the wave properties of the electrons have to be considered. In 1924,
de Broglie established a wave theory for particles, analogous to the already proven wave-
particle dualism of light [107]. Its validity could be experimentally confirmed in 1927 by
the electron scattering experiments of Davisson and Germer on a nickel single crystal [108],
and by Thomson on a celluloid film [109]. For these findings, de Broglie received the Nobel
Prize in 1929, as did Davisson and Thomson for the experimental proof in 1937 [82].

The strong interaction of the electrons with atoms and the resulting small inelastic mean
free path (IMFP) in solids make electrons particularly interesting for surface-sensitive
investigations. This relationship is shown by the so called ’universal curve’ in figure 3.5.
The IMFP of electrons shows a minimum at an electron energy of about 40 eV more or
less independent of the element [110]. Adding, that this is only an approximation and
several improvements to this description have been made [111]. And especially, for very low
kinetic energies the ’universal curve’ is not an adequate description [112]. Combining the
small information depth and the diffraction ability of low-energy electrons, the diffraction
patterns of elastically scattered electrons can be used to determine the geometric structure
of atomically periodic surfaces. As a first kinetic approximation, the diffraction pattern is
a 2D Fourier transform of the first atomic layer, neglecting several effects [113].
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3.2 Low-energy electron diffraction

Figure 3.5: Depiction of the inelastic mean free path of electrons in the approximation of
IMFP = 143 nm eV2

𝐸2
kin

+0.054 nm
√

eV ⋅√𝐸kin, with 𝐸kin in eV [110]. Sometimes this curve is called
’universal curve’ in surface science literature.

3.2.1 Basic principles

In LEED, an electrically conductive, grounded sample is irradiated with focused monoener-
getic electrons perpendicular to its surface. At the surface, most of the irradiated electrons
are absorbed and cannot be used for structure determination. Moreover, most of the
backscattered electrons have interacted inelastically with the sample. And since only
coherent, elastically scattered electrons can form an interference pattern, the inelastically
scattered electrons have to be filtered out. The remaining electrons are made visible
by fluorescence on a concentrically arranged fluorescent screen, revealing the diffraction
pattern. From this pattern the surface periodicity can be determined. The probing electron
energy depends on the periodicity of the structure and is typically in the range of 20 eV to
500 eV, which corresponds to the de Broglie wavelength

𝜆 = ℎ
𝑚𝑣

= ℎ
√2𝑚e𝐸kin

(3.18)

of 0.5 Å to 3 Å. Here, ℎ is the Planck constant, 𝑚 the mass of the particle, and 𝑣 its
velocity. In addition, 𝑚e is the electron mass and 𝐸kin is the electron’s kinectic energy.
The coherence region of the filament typically has a diameter of 100 Å to 200 Å [114], so
surface structures must be periodic in this size to show interference. The beam diameter
is up to 1 mm wide, so many interaction processes and coherence regions are averaged
over a macroscopic range. Therefore, the intensities of the different areas are added up,
since they overlap incoherently. Defects and irregular adsorbate structures lead to a higher
background noise [115].
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3.2.2 Theoretical description

The constructive interference of diffraction of plane waves at a grid, can be described with
the Laue condition:

𝛥𝑘⃗ = ⃗𝑘0 − ⃗𝑘s = ⃗𝐺. (3.19)

Here ⃗𝑘0 is the incident, ⃗𝑘s the scattered wave vector, and ⃗𝐺 a reciprocal lattice vector. The
breaking of the translational symmetry at the surface leads to the fact that the momentum
transfer in vertical direction depends only on the conservation of energy. This reduces the
Laue condition at the surface to ⃗𝑘s∥ − ⃗𝑘0∥ = ⃗𝐺hk. With ⃗𝑘s∥ and ⃗𝑘0∥ being the components
of the incoming and outgoing wave vector parallel to the surface and ⃗𝐺hk is the reciprocal
lattice vector of the surface. Due to the broken translational symmetry at the surface the
reciprocal lattice points become reciprocal lattice rods. The Ewald sphere construction
in reciprocal space is a simple way to visualize when the Laue condition is fulfilled, and
therefore is shown in figure 3.6. The incident wave vector ⃗𝑘0 generates a sphere and at

⃗𝑘0

⃗𝑘𝑠

⃗𝐺

( ̄40)( ̄30)( ̄20)( ̄10)(00)(10)(20)(30)(40)

Figure 3.6: A schematic representation of an Ewald sphere in two dimensions. The wave
vector of an incident electron is marked with ⃗𝑘0 and for the scattered electron with ⃗𝑘𝑠. The
reciprocal lattice vector is labeled with ⃗𝐺 [116].

every intersection of the sphere surface with reciprocal lattice rods, the Laue condition is
fulfilled and constructive interference occurs in form of a visible reflex. An increase of the
kinetic energy of the incident electrons leads to a larger Ewald sphere and thus to more
intersections and more reflections on the screen [115]. Due to multiple scattering effects
the spot intensity varies and is larger for intersections that are marked as ellipsoids in
figure 3.6. Therefore, to fully describe the intensity and energy dependence of the reflexes,
multiple scattering methods have to be used, which are described in literature [115, 117].
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3.2 Low-energy electron diffraction

3.2.3 Experimental implementation

Figure 3.7 shows the basic construction of an electron optics suitable for LEED. In the
center of the system is a cathode, that emits electrons, which are accelerated with a defined
energy perpendicular onto the sample. Thereafter, a system of electron lenses is build
to focus the electron beam. Furthermore, several hemispherical grids are concentrically
aligned around the sample to filter out the elastically diffracted electrons. In principle,
only two grids are necessary. For a better resolution and less interference, three grids
are used as standard. The here used ErLEED 3000D system from SPECS is equipped
with four grids, which also allows Auger electron spectroscopy (AES). The first grid is
connected to the sample potential, which usually corresponds to ground potential, to
generate a field-free space between the sample and the first grid. The second and third
grids are connected and thus the applied voltage functions as a retarding field to filter out
the inelastically scattered electrons. This is followed by the grounded fourth grid. The
filtered electrons are accelerated by a bias voltage of 5 keV to 7 keV onto the luminescent
screen to produce light. There, the diffraction pattern becomes visible when a periodically
reconstructed sample surface is probed, and is recorded with a camera [59].
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Figure 3.7: Schematic representation of the LEED optics. The cathode acts as an electron
gun. The emitted electrons are focused by the Wehnelt and the lens system, and are then
directed to the sample. The backscattered electrons are filtered through the grid system and
accelerated to the luminescent screen where they are made visible.

The grids are made of molybdenum and coated with gold to avoid potential changes due
to differences in work function. The glass luminous screen is coated with transparent and
conductive indium tin oxide, which is additionally coated with a phosphor. The phosphor
emits photons when electrons with sufficient energy excite it. The cathode is made of
a material with a low work function, for example lanthanum hexaboride (LaB6), thoria
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3 Experimental methods

coated iridium, or tungsten. Noting that evaporated molecules could limit the use of the
LEED system because they could contaminate the cathode housing and create a locally
high pressure that prevents electrons from leaving the housing.

A useful tool to analyze LEED pattern is the LEEDpat program developed by Hermann
and van Hove [118]. This simulation program allows to generate LEED patterns for various
superstructures on given substrate symmetry groups and a model of the corresponding
real space structure. Hence, an easy and fast comparison between measurement data and
proposed structure models is possible.

3.3 X-ray photoelectron spectroscopy

To study the chemical composition and bonds of the topmost atomic layers of sample
surface, the x-ray photoelectron spectroscopy method can be used, which is based on the
photoelectric effect. In order to utilize this effect, an electrically conducting sample is
irradiated with monochromatic photons and the emitted photoelectrons are collected by
measuring their kinetic energy. Therefore, the photoelectric effect is described in more
detail in the following. Thereafter, a brief description of the synchrotron radiation source
DELTA, and details about the interpretation of the results are given.

3.3.1 The photoelectric effect

The photoelectric effect describes the emission of photoelectrons when light of sufficient
frequency 𝜈 interacts with a solid. In 1905 Albert Einstein provided the theoretical
description of this effect, for which he was awarded the Nobel Prize in physics in 1921 [82,
119]. Einstein described light as quantized energy, so-called photons, whereby each photon
has the energy 𝐸ph = ℎ𝜈. Here, ℎ corresponds to Planck’s constant and 𝜈 to the light
frequency. When a photon hits an electron bound in a solid, it is absorbed and transfers
its entire energy to the electron. If the absorbed energy is higher than the electron binding
energy, the electron can be released from the bond, leaving a core-hole. Such an electron
is released from the solid if the energy of the incident photon is greater than the sum
of the binding energy and the work function. The excess energy is transferred to the
photoelectron as kinetic energy 𝐸kin. The energy balance of this process is described by
the photoelectric equation:

𝐸kin = ℎ𝜈 − 𝐸b − 𝛷s (3.20)
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3.3 X-ray photoelectron spectroscopy

where 𝐸kin is the kinetic energy of the photoelectron after leaving the solid, 𝐸b is the
binding energy of the electron in the solid and 𝛷s is the work function of the sample.
𝛷s describes the energy difference between the Fermi energy 𝐸F and the vacuum energy
𝐸vac. The binding energy 𝐸b is the energy difference between the Fermi energy 𝐸F and the
energy of the orbital in which the electron is bound [120]. The emission of a photoelectron
from the solid as a result of the photoelectric effect is shown schematically in figure 3.8.
The emitted electrons can then be detected and displayed in a photoelectron spectrum
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Figure 3.8: Sketch of the photoemission process. The electrons are indicated by blue circles
and core-holes by grey circles. On the left side, the sample is irradiated with photons of energy
ℎ𝜈 represented by green waves. Due to the photoelectric effect, some electrons bound in the
solid are emitted with a specific kinetic energy. The emitted electrons are then recorded by the
analyzer in a photoelectron spectrum, exemplified in the upper right.

similar to the sketched spectrum on the right side of the figure 3.8. Since the kinetic energy
of each detected electron depends on its binding energy, the core-levels of the sample
can be detected in element-specific core-level peaks. In addition to the core-level peaks,
various other lines such as Auger or energy loss peaks can be observed in a photoelectron
spectrum. Auger peaks are generated by a relaxation process after the photoemission.
Their kinetic energy could overlap with specific core-level peaks. However, since the kinetic
energy of the Auger electrons does not depend on the exciting photon energy, shifting
the photon energy separates the Auger and core-level peaks. The photoelectrons can also
lose energy through non-quantized processes, which lead to a continuous background that
increases for lower kinetic energy and make a background correction necessary [55]. As
described in section 3.2, electrons interact strongly with a solid which lead to a small
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IMFP there. Thus, all detectable electrons come from near the sample surface. This effect
can be enhanced by measuring at grazing emission, which effectively increases the path of
the electrons through the solid. This increases the absorption probability, resulting in a
higher percentage of surface electrons detected by the analyzer. Therefore, measurements
at a high emission angle of exemplary 𝛷 = 60° with respect to the surface normal, are
more surface sensitive than measurements at normal emission [121].

Taking a closer look at the specific core-level peaks reveals further insights. A single peak
is not measured as an ideal 𝛿-peak due to various broadening phenomena. One is lifetime
broadening with a Lorentzian peak shape according to the uncertainty principle. Since the
resulting core-hole decays with a certain lifetime, the energy of the emitted photoelectron
is thus folded with a Lorentzian. In metals, there is an additional effect because the
conduction band allows many different electron-hole pairs to affect the final state, thus
smearing the peak toward lower kinetic energies. To compensate this effect, a convolution
of a power law and a Lorentzian is used, called the Doniach-Sunjich profile [122]. The
asymmetry of the Doniach-Sunjich profile is quantified by an asymmetry parameter 𝛼
describing the tail to lower kinetic energies. In addition, all experimental influences such
as the linewidth of the light source or the resolution of the spectrometer contribute to a
Gaussian broadening. The convolution of a Gaussian and a Lorentzian function is called a
Voigt profile, which reproduces many core-level signals well.

The core-levels with non-vanishing angular momentum quantum number 𝑙 split into doublet
components due to spin-orbit coupling. Since the total angular momentum ⃗𝑗 is defined as
the sum of the orbital angular momentum ⃗𝑙 and the spin ⃗𝑠, the interaction energy depends
on the orientation of the projections of the spin and the orbital momenta. Hence, the total
angular momentum quantum number is 𝑗 = 𝑙 ± 1

2 depending on parallel or antiparallel
alignment of the momenta [120]. For example, the f orbital splits into the states f5/2 and
f7/2. Each state is degenerate 2𝑗 + 1 times, which thus determines the occupation number
of the state. Therefore, the occupation ratio of the f5/2 and f7/2 states is 3 ∶ 4, which is
also its intensity ratio. Moreover, a higher total angular momentum corresponds to a lower
binding energy and thus a higher kinetic energy in a photoelectron spectrum, which is
shown later for the Au 4f signal in figure 6.15.

Furthermore, a high-resolution spectrum of a specific core-level provides information
about the chemical environment of the studied surface atoms. Each individual atom
has a specific binding energy, which is dependent, among other things, on the relative
electronegativity of its binding partners. This results in the so-called chemical shift which
is measurable with XPS. To illustrate the effect, the reproduced C 1s core-level spectrum
of ethyl trifluoroacetate is shown in figure 3.9. Each peak is depicted with a Voigt-profile
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Figure 3.9: Schematic XPS spectrum of ethyl trifluoroacetate, reproduced from [123]. Each
peak of the C 1s spectrum is chemically shifted due to the increasing electronegativity of
hydrogen, oxygen, and fluorine.

centered at the respective energies taken from [123]. In the spectrum, four chemically
shifted components resulting from different chemical environments of the carbon atoms
are clearly visible. The relative area of each component in respect to the total intensity of
the C 1s spectrum is 25% since there are four carbon atoms in every ethyl trifluoroacetate
molecule.

For a quantitative analysis, a peak fitting procedure is carried out for all photoemission
spectra in order to precisely determine peak intensities and different chemical bonding
environments. The UNIFIT 2017 software package [124] is used since it offers a variety of
in-depth XPS analysis procedures, such as applying fit-functions and different background
subtractions. A convolution of Doniach-Sunjic and Gauss-functions is applied to all
photoelectron spectra [122]. With this line-shape and a Tougaard background, the
asymmetric shape of transition metals and metalized elements are well described [125].
Also, for adsorbed molecular spectra, an asymmetric line-shape is common [126].
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Synchrotron radiation

The XPS measurements are performed at the light source DELTA which is an electron
storage ring in Dortmund. There, experiments with synchrotron radiation can be performed
at several beamlines [127]. DELTA is divided into three sections, the schematic structure
is shown in figure 3.10. In the linear accelerator (LINAC) and the booster synchrotron
(BoDo), electrons from an electron gun are accelerated up to 1.5 GeV. They are then
injected into the DELTA storage ring, where they are stored for several hours and emit
synchrotron radiation at several beamlines. The different beamlines are equipped with
dipole deflection magnets, undulators, or wigglers [128].

Figure 3.10: A scheme of the DELTA electron storage ring [127]. The experiments presented
here are performed at beamline 11 (BL 11), located on the lower left side of the figure.

For the XPS experiments conducted in this work, the plane-grid monochromator beam-
line 11 is used with the U55 permanent magnet undulator as the radiation source. The U55
consists of an alternating pattern of magnetic north and south poles that force the electrons
to follow a sinusoidal path, resulting in linear polarization of the beamline. Depending on
the slit width between the undulator poles, the beamline provides photon energies in the
range of ℎ𝜈 = 55 eV to 1500 eV and an energy resolution of 𝐸/𝛥𝐸 = 10000, which can be
achieved throughout the energy range. The focused spot size at the sample is 70 µm×30 µm
and a typical flux at ℎ𝜈 = 400 eV and 𝐸/𝛥𝐸 = 2000 is about 4 × 1012 photons/s [129].
The kinetic energy of the photoelectrons is measured by an electron spectrometer with
a spherical sector analyzer with high precision. After passing through the analyzer, the
number of electrons is counted by nine channeltrons that amplify the incoming electrons
by several orders of magnitude. The energy spectrum is then recorded by the computer.
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3.4 Density functional theory

3.4 Density functional theory

Finally, a brief introduction to density functional theory (DFT) is given as a complementary
method. DFT is a theory describing the electronic structure of many-body systems using
functionals. Moreover, DFT-simulations are a computational way to perform an experiment
to estimate the structure of a sample system. Therefore, any system of molecules and or
solids can be viewed as an ensemble of electrons and nuclei which interact according to
electrostatics and quantum mechanics [130]. Hence, these systems can be described by the
Schrödinger equation, here shown in the time independent form:

𝐻̂| 𝛹⟩ = [ ̂𝑇n + ̂𝑇e + ̂𝑉nn + ̂𝑉ee + ̂𝑉ne] | 𝛹⟩ = 𝐸| 𝛹⟩ (3.21)

where 𝐻̂ is the Hamiltonian, 𝐸 the total energy and 𝛹 the state vector of the quantum
system. The Hamilton operator can be written as the sum of the kinetic energy operator

̂𝑇 and the potential energy operator ̂𝑉. The index of each operator represents the nuclei
(n) or the electrons (e), and their respective interaction. The calculation of this equation
for many nuclei and electrons is complex due to their interactions, hence approximations
are necessary. One possible method to calculate these many-electron systems is based
on the Born-Oppenheimer approximation, which assumes that the wave functions of the
nuclei and electrons can be treated separately, based on the fact that the nuclei are much
heavier than the electrons. Therefore, ̂𝑇n and ̂𝑉nn can be removed from the Hamiltonian.
Furthermore, the equation is transferred to a center of mass system. Since each electron
is described by three independent coordinates and depending on the grid, the amount of
values needed to store the wave function for an n-electron system increases exponentially.

The theorem of Hohenberg and Kohn can be used to decrease the computational resources
and to study the electronic structure of these many-electron systems. It shows, that
total energy of a system is completely described by the electron density 𝜌( ⃗𝑟) of the
ground state [131]. With this approach, the properties of many-electron systems can be
determined by using energy functionals which have a minimum at 𝐸min = 𝐸[𝜌( ⃗𝑟ground)].
This energy functional is not known a priori. A method developed by Kohn and Sham to
solve this problem is to split the kinetic energy term of the functional into two parts, an
exact solution for non-interacting particles and a small correction for the kinetic electron
correlation [132]. This exchange correlation functional 𝐸xc is the only part that is not
known analytically and therefore has to be derived. To solve this problem, various DFT
approaches are available that evaluate the electronic structure by different functionals.
With these considerations, a cell of a material with 𝑛 electrons can be studied as a set of 𝑛
one-electron Schrödinger-like equations, also known as Kohn-Sham (KS) equations [132].
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These equations are typically solved numerically in a self-consistent approach, starting
from an initial estimate of the electron density. Solving the KS equations then generates a
new electron density and thus new KS equations. This iterative procedure is continued
until convergence is achieved. A flowchart visualizing this process is shown in figure 3.11.

Figure 3.11: Schematic diagram of a self-consistent algorithm to solve the Kohn-Sham (KS)
equations. Adapted from [130].

Various methods and ready-made simulation packages are available for solving the Kohn-
Sham equations in a self-consistent way. And since an inorganic-organic interface consists
of two very different components, the inorganic substrate and the organic adsorbate, the
approximations employed have to be adapted to them. In particular, both components
show differences in their electronic states, the localization of their valence electron density
and their chemical bonds [133]. In addition, long-range dispersion forces are not well
described by most functionals and therefore must be treated separately, as they are essential
for the description of inorganic-organic interfaces. Here, the long range dispersion forces
are accounted for via the TSsurf correction [134]. The DFT simulations shown here utilize
the FHI-aims package, an all-electron full-potential density functional theory code [135].
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Chapter

Experimental setup 4
To perform surface sensitive measurements ultra-high vacuum (UHV) conditions are
necessary. This provides minimum of contamination during the study of the surface
adsorption of molecules. Therefore, all experiments are carried out in UHV-chambers.
Furthermore, a clean and highly ordered surface is necessary as well as highly purified
molecules for the deposition process. A brief motivation and description of the UHV
chambers and preparation methods is presented in the following sections.

4.1 Ultra-high vacuum

To avoid contamination of the sample during the measurement, the collision rate of gas
particles per unit of time and area should be very low. As described in chapter 2.2 the
rate of gas molecules colliding with a surface unit area per time is calculated with the
formula 2.1 and depends on the residual gas pressure and temperature. As an example
at room temperature and a pressure of 𝑝 = 1 × 10−9 mbar nitrogen N2, a full nitrogen
monolayer is formed in about one hour on each surface. Assuming that the sticking
coefficient is 1 and that a monolayer has a surface density of 1 × 1019 molecules/m2 [55].
Therefore, the residual gas pressure in a UHV chamber should ideally be lower. Normally,
UHV means that the sample is subjected to a pressure of less than 1 × 10−8 mbar. The
base pressure of the vacuum chambers used in this work is better than 2 × 10−10 mbar.
To achieve UHV, the apparatus must be baked out to remove water impurities from the
ambient air. Therefore, the experiments are performed in stainless steel or mu-metal
chambers that can be heated up to 230 °C. However, some components can only tolerate
lower temperatures, so a typical bakeout temperature is about 150 °C.

4.2 Vacuum chambers

Each experiment is located in a vacuum chamber with similar components. To reduce the
pressure inside the chambers backing pumps, turbomolecular pumps, ion getter pumps
and titanium sublimation pumps are used to remove the residual gas. For the sample
preparation, a heating station, a sputter gun, and an evaporator are necessary. The
different experimental setups are presented in the following.
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4.2.1 VT-STM chamber

The main parts of the experiments are carried out at the variable temperature scanning
tunneling microscope (VT-STM)-chamber located at the TU Dortmund Experimental
Physics I lab. This setup is shown in figure 4.1 and is divided into two chambers separated
by a valve. One is the preparation chamber on the left side and the other one is the
measuring section on the right side with the VT-STM. Both chambers are equipped with
independent pumping stages to ensure parallel operation. A turbomolecular pump is
connected to the preparation chamber and an ion getter pump with a titanium sublimation
pump is connected to the STM part. While the separation valve is open, samples can
be transferred between both chambers with a sample transfer located on the left side of
figure 4.1.

Figure 4.1: The VT-STM chamber in the laboratory facility of the Experimental Physics I
group of the TU Dortmund University. On the left side is the preparation chamber, separated
by a valve from the STM measuring part on the right side. Photography by J. A. Hochhaus.

The VT-STM allows to examine samples in a temperature range of 25 K to 1000 K. For
this purpose, the measuring tip is kept at room temperature and the sample can be
cooled or heated so that theoretically temperature-dependent effects can be investigated.
Cooling is provided by a liquid helium (LHe) flow cryostat which can also be operated with
liquid nitrogen (LN2). In practice, temperature changes increase the noise level, making
it difficult to study these effects. In order to minimize vibration, the STM is built into
an eddy current brake and an air damping system is attached to the experiment table.
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In addition, the turbomolecular pump is connected to another separation valve and can
thus be switched off to minimize vibrations during STM measurements. Therefore, the
chamber is only pumped by the vibration-free ion getter pump during the measurement.

In the preparation chamber, a TRANSAX manipulator with resistive and direct current
sample heating up to 1300 K is available. Additionally, the samples can be cooled down to
160 K and analyzed with a LEED system located at the back of the preparation chamber
shown in figure 4.1. Moreover, the chemical composition of the samples can be investigated
using AES, which is integrated into the LEED system. Furthermore, the preparation
chamber is equipped with a sample lock system, allowing the simultaneous insertion of up
to three samples. Samples can be cleaned in situ with a IQE12/38 ion source from SPECS
and coated by molecular-beam epitaxy (MBE) or physical vapor deposition (PVD) with
different evaporators. The evaporator flange is located between the LEED system and the
ion source to ensure that the LEED system is not accidentally coated. Furthermore, the
evaporator flange is equipped with a manual valve that allows evaporator changes without
breaking the vacuum. Re-evacuation is achieved via a flange connection to the sample
lock system with its pumping stages. In addition, a QO 40A1 quartz crystal microbalance
(QCM) from PREVAC is mounted on the other side of the LEED system to monitor
the deposition process. Furthermore, the residual gas can be analyzed by a PrismaPlus
quadrupole mass spectrometer (QMS) from Pfeiffer Vacuum.

Manipulator

In the course of this project a new 5-axis dual bellow TRANSAX manipulator was
commissioned by VACGEN to improve the handling and preparation of UHV samples
in the VT-STM chamber. It allows reproducible sample positioning with a z-travel of
150 mm and a radial travel of ±12.5 mm in the xy-plane with an accuracy of 0.5 µm. Two
independent rotational axis are available, one primary rotation with 𝛩 = ±180° around
the z-axis, and the secondary rotation with 𝛷 = ±120° around the sample normal axis.

The manipulator has a DN100CF base flange and the default sample position of 𝑧 = 100 mm
is designed to be in the center of a UHV chamber with radius 10 inch (254 mm) in order to
maximize compatibility. As shown in figure 4.1, the TRANSAX manipulator is mounted on
top of the spherical preparation chamber. The preparation chamber has a radius of 5 inch,
hence a 5 inch (127 mm) extension tube is mounted between chamber and manipulator.
In figure 4.2 (a) the TRANSAX -manipulator is shown before first use. An additional
feature is that two extension tubes between the feedthrough chamber and the bellow of
the z slide are present. The upper tube can be replaced by a differentially pumped rotary
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(a) TRANSAX manipulator.
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(b) Manipulator head with sample station.

Figure 4.2: TRANSAX manipulator. (a) full view of the atmospheric side of the manipulator.
(b) front view of the manipulator head with sample position on top of the PBN heating plate.

feedthrough (DPRF) with an overall height of 104 mm. This creates the possibility for
endless rotation along the z-axis not limited by the connections in situ. The lower tube
ensures this unrestricted rotation with the z-stroke retracted.

The sample station located at the manipulator head is shown in figure 4.2 (b). There,
samples could be analyzed and prepared on an omicron flag style sample plate in the
temperature range from 160 K to 1300 K. Cooling is provided by a flow of cold nitrogen
gas through the cooling capillary, which is connected to the sample holder by a copper
braid. Elevated temperatures are achieved via resistive heating or direct current heating.
Resistive heating can be provided by the integrated pyrolytic boron nitride (PBN) plate
directly under the sample position. Direct current heating through the sample can be
achieved via the contact spring. The sample temperature is measured by two N-type
thermocouples calibrated by the manufacturer, one at the front and one at the rear of the
sample station. Additionally, the temperature is monitored by a IGA 6/23 pyrometer,
which allows to reproduce preparation temperatures at different chambers. The type N
thermocouples have a very low permeability, which ensures little to no effects on the LEED
measurements. Details about the explicit sample preparation are provided in chapter 5.
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4.2 Vacuum chambers

4.2.2 DELTA chamber

Another experimental setup is located at beamline 11 of the DELTA electron storage ring
of the TU Dortmund University center for synchrotron radiation. This setup consists
of a large main UHV chamber made of mu-metal, which contains the preparation and
measuring equipment as well as an additional sample lock. The chamber is the workstation
of beamline 11 and thus connected to the synchrotron, allowing monochromatic synchrotron
photons to be focused on the sample through the connecting flange. The electron analyzer
is a CLAM IV electron spectrometer from VG Microtech. Moreover, a powerful 5-axis
manipulator is attached to the chamber which is motorized and provides endless rotation
in polar (𝛷) and azimuthal (𝛩) rotation and sufficient linear movement in x-, y-, and
z-direction. Thus, any point on the hemisphere above the sample surface can be analyzed.
Therefore, this chamber provides the possibility of XPS and x-ray photoelectron diffraction
(XPD) measurements. In addition to sample movement and rotation, three contacting

sample lock

LEED system

manipulator

electron
analyzer

evaporator

synchrotron
radiation
entry

Figure 4.3: Technical drawing of the beamline 11 UHV chamber located at the DELTA
electron storage ring of the TU Dortmund University center for synchrotron radiation [136].

options are provided via sliding contacts for a special three-layer sample holder. These
contacts allow sample heating via resistive or direct current heating. For resistive heating, a
tungsten filament is mounted inside the sample holder right under the sample. With direct
current heating, the sample is mounted between two half shells that conduct the current
through the sample. The sample temperature is monitored during preparation by a IGA
6/23 pyrometer. A sputter gun, evaporator flange, and LEED system are also attached to
enable the sample preparation. The base pressure is better than 2 × 10−11 mbar.
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4.2.3 Nano-Spintronics-Cluster-Tool

A further series of measurements is conducted at the Nano-Spintronics-Cluster-Tool
(NSCT) of the Peter Grünberg Institute for Electronic Properties (PGI-6) located at the
Jülich Research Centre. The NSCT is shown in figure 4.4 and combines a multitude of
complementary analytical methods in one UHV environment. The NSCT can be divided
into two main parts each consisting of different UHV chambers. One part is the Gemini
chamber which accommodates a high-resolution scanning electron microscope (SEM) with
an electron spin polarized detector (SEMPA) and a focused ion beam (FIB) unit for
defined surface etching.

Figure 4.4: Nano-spinelectronic cluster tool of the Peter Grünberg Institute for Electronic
Properties (PGI-6) located at the Jülich Research Centre.

The other part consists of a preparation chamber, an additional molecule evaporation
chamber, and a STM chamber which is connected to the preparation chamber. A sputter
gun, several evaporators, a heating station in the manipulator and a separate heating
station are available for sample preparation. A LEED system, a X-ray tube, and an electron
analyzer for AES and XPS are available for further sample analysis. The STM chamber
accommodates a low temperature scanning tunneling microscope (LT-STM) from Omicron
used for this work. The LT-STM offers the possibility to investigate samples cooled down
to about 4 K. This reduces thermal noise and increases the measurement stability, which
also increases the resolution. Cooling is accomplished with a LHe bath cryostat, which
has a shielding filled with LN2. The STM is operated with an electrochemically etched
tungsten tip which is processed in situ by electron bombardment, repeated voltage pulses,
and controlled sample crashes, dependent on the tip condition. The results obtained at
this facility are presented in chapter 7.
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Chapter

Sample preparation 5
This chapter presents the standard preparation process of a dense monolayer formation
of caffeine molecules on a Au(111) single crystal surface. For this reason, the chapter is
divided into two parts, starting with the Au(111) substrate preparation, followed by the
caffeine adsorbate deposition.

5.1 Substrate preparation

The preparation of the sample system is performed in-situ in each chamber. The Au(111)
substrate is obtained from MaTecK with a purity of 99.999 %. Figure 5.1 shows a depiction
of a Au(111) crystal on a typical flag style sample plate. The metal crystals are mounted
with two clamping bars, which are fastened to the base plate with four M1.2 slotted screws.
The screws and sample plate are typically made of austenitic stainless steel or molybdenum
to resist high temperatures and reduce potential magnetic interference.

flag style sample plate

gold crystal scratches

M1.2 screws

grip for in situ transfer

clamping bar

Figure 5.1: Depiction of a gold crystal mounted on a flag style sample plate. Slight scratches
due to the polish process are visible.

In order to prepare a clean, reconstructed single-crystal metal surface, typically repeated
sputtering and annealing cycles are performed. For the Au(111) crystal, a standard cycle
includes 15 min sputtering and 40 min annealing. This varies for different elements or
crystal surface orientations. Since several cycles are necessary to obtain a well-ordered
sample, the preparation process is automated via a self-written LabView program. The
program was further developed by J. A. Hochhaus in his bachelor thesis [137]. For the
sputtering process, the IQE 12/38 ion source with 5.0 argon gas is used. The Ar+ ions are
focused on the sample with a kinetic energy of Ekin = 800 eV and an angle of incidence
of 𝛩 = 45° for ∼ 10 min. The argon background pressure is about 5 × 10−7 mbar which
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5 Sample preparation

corresponds to an ion current of about ∼ 25 µA measured at the sputter gun. The
sputtering process is followed by an annealing step in which the sample is heated up to
𝑇 ∼ 700 °C by resistive heating.

To estimate the sample temperature a IGA 6/23 pyrometer with an emissivity of 5 % -
the lowest adjustable setting - is used, which is calibrated by a reference measurement
with a K-type thermocouple spot-welded to a test gold crystal. For the TRANSAX
manipulator the supplied N-type thermocouples are calibrated by the manufacturer and
are then matched with the pyrometer results. A further analysis of preparation parameters
for different gold crystals at the VT-STM chamber was performed in the bachelor thesis
of J. A. Hochhaus [137] and a further analysis of the TRANSAX manipulator preparation
parameters was conducted in the bachelor thesis of S. Hilgers [138]. These results are used
to obtain highly ordered substrate crystals.

𝐸kin = 50 eV
(a) LEED image of clean Au(111). (b) LEEDpat simulation of Au(111) [118].

Figure 5.2: Clean Au(111) surface with (22 ×
√

3)𝑅30° reconstruction visible. (a) LEED
measurement of a clean substrate. Splitting of the first order bulk diffraction spots is visible
due to surface reconstruction. (b) Simulated LEED pattern showing theoretically possible
reconstruction spots.

To ensure successful preparation of the Au(111) surface, its surface periodicity is typically
checked with a LEED measurement. One example of a successful substrate preparation is
shown in figure 5.2 (a). The LEED image shows six main spots of the quasi-hexagonal
Au(111) surface with fine structure visible around each spot. These spots are an indication
of a successful preparation as they result from the long range (22 ×

√
3)𝑅30° ’herringbone’

reconstruction. In comparison, figure 5.2 (b) shows all possible spot positions of the
(22 ×

√
3)𝑅30° reconstruction in respect to the threefold main spots of the Au(111)

substrate represented with LEEDpat [118, 139].
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5.2 Caffeine deposition

(a) RT STM - clean Au(111) surface (b) LT STM - clean Au(111) surface

Figure 5.3: STM images of pristine and reconstructed Au(111) surfaces measured at room
temperature (5.3 (a)) and at 4 K (5.3 (b)). (a) (97 × 97 nm, 100 pA, −0.7 V). (b) (150 × 150 nm,
80 pA, 0.5 V).

With the successful LEED experiment indicating a clean and well reconstructed surface,
STM measurements on the clean Au(111) are conducted to validate these results. In
figure 5.3 two STM images obtained at two different chambers are shown. In both measure-
ments the long range periodicity is demonstrated. The experiment at room temperature
is shown in figure 5.3 (a) and at low temperatures in figure 5.3 (b), respectively. The
’herringbone’ domains alternating by 120° are clearly visible, as described in chapter 2.3.2.
Moreover, the resolution and noise level are better for the low temperature measurement,
showing the strength of a LT-STM. In the next section, the preparation of thin caffeine
molecule layers on the gold substrate is discussed.

5.2 Caffeine deposition

Evaporating organic molecules in UHV requires the evaporating substance in sufficient
purity, a suitable evaporator, and a controlled evaporation process. Anhydrous caffeine
powder with a purity > 99 % is commercially available and is purchased from Sigma-Aldrich
which is used in this study. The utilized evaporator is a triple Knudsen cell evaporator
from KENTAX, which was designed by C. Seidel especially for organic substances [140].

The Knudsen cell is shown in figure 5.4 and consists of three independent evaporation
positions. Every position can accommodate one quartz glass crucible with a typical filling
of 10 mg of organic powder and is temperature controlled in the range from 30 °C to
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Figure 5.4: Representation of a three cell UHV evaporator for organic substances designed by
KENTAX [140]. Image adopted from [141].

650 °C. The entire evaporator is water-cooled to thermally decouple the three independent
evaporation crucibles. The integrated shutter plate allows to define the start and end
point of the deposition process as well as the use of any possible combination of the three
evaporation positions. The evaporator can be connected to an external pump station via
the valve and has a linear travel of 180 mm.

In order to analyze the caffeine evaporation process a quartz crystal microbalance (QCM)
is utilized. In principle, a QCM works via the eigenfrequency change of the thickness
shear mode of a quartz crystal resonator by adding mass through adsorbate deposition.
Due to the piezo electric effect, the quartz crystal (SiO2) is excited to acoustic resonance
with an external electric oscillator. The resonance frequency depends on the direction and
thickness of the crystal cut, which in this case is an AT-cut with 400 µm thickness and an
initial resonance frequency 𝑓0 of around 6 MHz. The film thickness is then calculated with
the Sauerbrey equation in first approximation by the change of frequency 𝛥𝑓, which is
proportional to the adsorbed mass 𝛥𝑚 [142]:

𝛥𝑓 = − 2𝑓2
0

𝜌q𝑣tr𝐴
𝛥𝑚 (5.1)

Hereby, the quartz density 𝜌q, the transversal wave velocity 𝑣tr, and the quartz crystal
surface area 𝐴 are used. To determine the film thickness 𝑑 via 𝑑 = 𝛥𝑚 ⋅ (𝐴 ⋅ 𝜌ads)−1,
the density of the adsorbed material 𝜌ads is required. The density depends strongly on
the structure, therefore the density of a crystalline caffeine film is assumed to be equal
the density of the caffeine high-temperature 𝛼-phase, 𝜌𝛼 = 1.45 kg/m3 = 𝜌ads [47]. This
assumption is based on the structure found later in chapter 6. A monolayer (ML) height is
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5.2 Caffeine deposition

approximated to be one half of the height of the 𝛼-phase unit cell with ℎmono = 𝑐
2 = 3.45 Å,

which consists of two different layers of caffeine molecules, as shown in figure 2.3 (c) [47].

Figure 5.5: Measured deposition rate with the QCM as a function of the applied evaporation
temperature in a distance of 254 mm. Reproduced from [143].

The used QO 40A1 QCM is combined with a TM14 thickness monitor as an oscillator, both
purchased from PREVAC. Throughout the measurement the crystal resonance frequency
is recorded with an accuracy of 0.01 Hz. The base pressure of the UHV chamber is below
5 × 10−10 mbar. As a first step the caffeine powder is carefully degased at a temperature
of 70 °C to remove remaining impurities. At a pressure of 1 × 10−8 mbar, a temperature
of 85 °C, and a distance of 254 mm between the evaporator and the QCM, first rates of
caffeine deposition are measured as shown in figure 5.5. The uncertainty of the temperature
is about ±1 K and for the deposition rate of about ±0.01 Å/s. An exponential increase
of the deposition rate as a function of the evaporation temperature is observed. Since
the sublimation temperature of caffeine molecules in UHV is relatively low, the bakeout
temperature of the evaporator should not exceed 70 °C. In order to obtain a stable and
reproducible preparation, an evaporation temperature of 100 °C is chosen for the further
preparations. At this temperature a deposition rate of ∼ 0.03 Å/s is achieved, resulting
in a coverage of one monolayer after ∼ 120 s with a thickness of ∼ 3.45 Å. The caffeine
sublimation process and film thickness determination with QCM is studied in collaboration
with A. Wittrock, who published further details in his bachelor thesis [143].

In order to demonstrate that intact caffeine molecules are deposited on the crystal the
sublimation process is checked by analyzing the residual gas with a QMS with electron
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Figure 5.6: A mass spectrum of the residual gas during evaporation of caffeine molecules
is presented in the upper part of the plot. The normalized ion current is depicted. In the
lower part the intensity ratios of a caffeine reference spectrum is shown [144]. Both spectra are
normalized with the highest intensity.

ionization. Excerpts from a typical mass spectrum during caffeine evaporation are shown
in the upper part of figure 5.6. There, the ion current normalized in respect to the
maximum is shown. In the lower part the intensity ratios of a reference mass spectrum
data set from National Institute of Standards and Technology (NIST) are shown [144].
The characteristic caffeine cracking pattern is well reproduced, including the peak at
194 u/z, indicating intact caffeine molecules. The difference in the relative ion currents
of the measured cracking pattern in comparison to the intensity ratios of the reference
spectrum might be due to the lack of calibration of the used spectrometer. The ion current
has to be calculated with sensitivity factors for different elements and atomic mass units
to obtain the relative intensities. For residual gas analysis the measured ion current of the
quadrupole mass spectrometer is sufficient, as calibration is expensive and time intensive.
Furthermore, quadrupole mass spectrometers underestimate the number of particles of
higher mass due to the stabilization condition. Moreover, different ionization energies lead
to different cracking patterns [145].

Additionally, several studies using low pressure sublimation of caffeine show no decom-
position of caffeine molecules during sublimation at temperatures between 135 °C to
155 °C [49, 146, 147]. Thus, the deposited molecules are expected to be intact on the
surface and are analyzed in more detail in the next chapter.
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Chapter

Room temperature measurements 6
This chapter presents the study of the self-assembly of caffeine molecules on the clean
Au(111) surface at room temperature. Therefore, the chapter is divided into three sections.
First, the deposition and formation of an ordered caffeine film on the gold surface is studied
with STM in section 6.1. There, the caffeine monolayer is prepared as described in the
previous chapter. In section 6.2, the ordered dense monolayer formation is investigated in
more detail using STM, LEED, and DFT. Furthermore, a structural model based on the
data shown is proposed in collaboration with the group of Prof. Dr. Oliver T. Hofmann
and Andreas Jeindl. The proposed structure is then tested with XPS measurements of
the monolayer system in the following section 6.3. The results presented in this chapter
are published in the article Structural investigation of caffeine monolayers on Au(111) in
Phys. Rev. B 101, 245414 (2020) [148].

6.1 Coverage dependence

In order to analyze the caffeine growth on Au(111), the surface is investigated with STM
after deposition. This section is divided into two parts. First, the focus is on the coverage
dependent structural formation of caffeine. The second part deals with the temperature
dependent assembly of caffeine in the monolayer regime.

After deposition

Investigating the formation of caffeine molecules on Au(111) after deposition without
subsequent surface treatment, two growth conditions of caffeine molecules on Au(111)
are found at room temperature. Figure 6.1 shows two STM images of a gold surface
immediately after the deposition of different amounts of caffeine molecules. About 0.3 ML
caffeine coverage in figure 6.1 (a) and about 1.3 ML in figure 6.1 (b) are deposited. This
illustrates both present growth regimes, a low and a high coverage regime.

In the low coverage regime unordered caffeine molecule clusters as well as line-shaped
structures are present at the substrate step edges. This indicates that the adsorption
initially starts at the gold step edges as expected due to the increased reactivity at these
edges [149]. Additionally, these assemblies are difficult to measure with a room temperature
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STM since the interaction between the molecules and the tip are relatively high and several
molecules are dragged across the surface during the measurement. The low coverage regime
ranges from about 0.1 ML to 0.5 ML caffeine coverage and is represented by an example
of 0.3 ML in figure 6.1 (a).

(a) ∼0.3 ML (b) ∼1.3 ML

Figure 6.1: STM images of Caffeine adsorption on Au(111) with different coverage of evaporated
caffeine on top at room temperature. (a) Low coverage regime with ∼0.3 ML caffeine located at
the surface step edges. (500 × 500 nm, 49 pA, −0.8 V). (b) High coverage regime with ∼1.3 ML
caffeine aligned in clustered networks on the surface. (180 × 180 nm, 50 pA, −0.8 V).

The second structural regime was found for a caffeine coverage in the range of 0.7 monolayers
to 1.8 monolayers. There, the caffeine molecules form random and not well-defined net-
works. Different peak heights are measured at the clustered arms with varying intermediate
distances. Therefore, these networks are called amorphous layers or organic glass [150].
Figure 6.1 (b) shows an STM image representing the high coverage growth regime with
1.3 ML coverage.

regime coverage film condition
low 0.1 to 0.5 ML step edge lines
high 0.7 to 1.8 ML amorphous

Table 6.1: Growth regime of caffeine on Au(111) at room temperature as a function of coverage.

In summary, a continuous growth process with a low and a high coverage regime is
observed. Initially, caffeine lines grow at substrate step edges, which successively develop
into flat networks with increasing coverage. A comparison of both regimes is shown
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6.1 Coverage dependence

in table 6.1. Further investigations on these disordered structures are omitted, since
stable high-resolution images of these lines and networks are not achieved with STM
at room temperature. Moreover, the structures change during the measuring process
due to relatively strong molecule/tip interactions compared to molecule/molecule or
molecule/surface interactions. Thus, the measuring process leads to a displacement of
individual molecules and might interfere with the results. As a consequence, no self-
assembled caffeine molecules were found at low coverage at room temperature. In chapter 7
a further analysis of submonolayer coverage at low temperatures is provided, as some of
the mentioned difficulties at room temperature can be neglected there.

Substrate annealing

This section focuses on obtaining an ordered caffeine monolayer film on the Au(111) surface.
The previous results show that the deposition of ∼ 1.3 ML caffeine at room temperature
leads to the formation of networks of molecular clusters on the surface. The idea is to
anneal these networks to induce sufficient mobility that the caffeine molecules form an
ordered film [60]. Figure 6.2 shows a measurement series of caffeine molecule surface
formations as a function of annealing temperature. Each sample was cleaned prior to
deposition with repeated Ar+-ion sputtering and annealing cycles. The caffeine deposition
is performed as described above to obtain a coverage of slightly more than one monolayer.
Each measurement is performed after a 10 min annealing step at the indicated temperature
after the caffeine deposition. The indicated temperatures are derived from a calibration
measurement with a K-type thermocouple spot-welded to a test gold crystal.

(a) ∼ 60 °C (b) ∼ 70 °C (c) ∼ 80 °C (d) ∼ 100 °C

Figure 6.2: Surface assembly of ∼ 1.3 ML caffeine molecules on Au(111) with different annealing
temperatures after deposition measured with the VT-STM. Each sample was heated by resistive
heating for 10 min and is labeled with the respective temperature. (a) (50 pA, −0.8 V). (b)
(35 pA, −0.8 V). (c) (36 pA, −0.8 V). (d) (36 pA, −0.8 V).

Figure 6.2 shows a series of STM images, sorted by temperature. All images are obtained
in constant current mode. The first image 6.2 (a) shows the surface of the sample, which is
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annealed at ∼ 60 °C for 10 min after deposition. Clusters of caffeine molecules are visible,
which are not ordered due to a lack of mobility. This is also confirmed by the strong
similarity to the measurement in figure 6.1 (b), where the sample was not annealed after
deposition. In figure 6.2 (b) the temperature is increased to ∼ 70 °C. This results in a less
distorted coverage, with more clusters and fewer networks. Furthermore, there are flat
and even areas between the large assemblies where the surface is covered with caffeine
molecules. A distinctive pattern is not found, and no periodic order are visible in the
LEED pattern. An annealing temperature of ∼ 80 °C allows the caffeine molecules to
arrange themselves in a regular, periodic pattern. This is depicted in figure 6.2 (c) and
can be recognized by a fine pattern on the visible terraces. Additionally, some networks
are still present. A different sample with the same preparation parameters is presented in
figure 6.3, which is studied in more detail later. In figure 6.2 (d) the annealing temperature
is set to ∼ 100 °C. There are only few molecular aggregations present, which are relatively
high and have no ordered phase in between. Due to the relatively high temperature, most
of the molecules were likely released from the surface.

In summary, an annealing temperature of ∼ 80 °C and a coverage of ∼ 1.3 ML is sufficient
to create an ordered film on the gold surface. At this coverage the STM images show
a homogeneous, ordered molecular film with some caffeine islands on top, as shown in
figure 6.3. In the following, a detailed analysis of this ordered phase is presented. The
preparation of well-ordered caffeine films could also be achieved by slowly cooling down the
gold crystal from 700 °C to room temperature with a cooling rate of 𝛥T ∼ 20 K/min, at a
background pressure of 1 × 10−8 mbar caffeine gas. Moreover, the QCM measurements
of evaporated caffeine indicate a decreasing film thickness after stopping the deposition
process. This indicates a self limiting adsorption process, which is common for physisorbed
organic films [60, 151].

6.2 Dense monolayer formation

In this section the previously found ordered caffeine film is analyzed by means of
STM,LEED, and DFT. Hence, this section is divided into three parts, one for each
method, respectively. Initially, the real space images of the ordered film taken with STM
are examined more closely and an estimate of the lattice vectors is given. After that,
this analysis is validated with the LEED method and a structural model of the surface is
proposed. Finally, the results are checked with DFT and a geometric optimization of the
surface model is performed. The resulting structure is then described in more detail.
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6.2 Dense monolayer formation

6.2.1 Investigation with RT-STM

With the results of the previous section, it is possible to obtain an ordered caffeine film on
a Au(111) crystal in a reproducible fashion. Using the found preparation parameters a
sample with 1.3 ML caffeine coverage, annealed for 10 min at 80 °C is investigated in more
detail. An overview image of this sample in figure 6.3 (a) shows homogeneously covered
substrate terraces with some caffeine islands on top. The ’herringbone’ reconstruction
of the substrate is still visible through the adsorbate film. An additional measurement
showing a close-up of figure 6.3 (a) is depicted in figure 6.3 (b). Utilizing the gold surface
reconstruction, the crystal directions can be identified as marked in figure 6.3 (b). The
area of the gold bridge positions are slightly increased and therefore are clearly visible in
the STM measurement. As described earlier and shown in figure 2.7 the substrate domain
is oriented along the [11 ̄2] direction. Noting, that the (22 ×

√
3)𝑅30° rotates by 120° and

thus the [11 ̄2] direction corresponds to the directions [1 ̄21], [ ̄211], and their inverse. In
this work, the substrate axis of these three, which points most clearly upwards, is defined
as the [11 ̄2] direction, therefore all rotated axis are labeled accordingly. Hence the defined
axis in figure 6.3 (b) is the [1 ̄21] direction.

(a) ∼ 1.3 ML / ∼ 80 °C for 10 min (b) close-up of 6.3 (a)

Figure 6.3: STM images of caffeine adsorbed on Au(111). (a) After heating the substrate at
80 °C for 10 min the caffeine film of ∼1.3 ML coverage is found homogeneous with some islands
on top (500 × 500 nm, 10 pA, −2.0 V). (b) Close-up view of the surface with hexagonal caffeine
monolayer formation on Au(111) (36 × 36 nm, 17 pA, −1.0 V).

The ordered film is present evenly across the entire sample surface. A further measurement
presented in figure 6.4 (a) is showing several ’herringbone’ substrate domains which are fully
covered with caffeine molecules. The 2D-FFT of this measurement revealed six discrete
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spots of the dense caffeine monolayer as shown in figure 6.4 (b). Furthermore, in the center
of the 2D-FFT the spots of the ’herringbone’ reconstruction are visible. Accordingly, the
substrate reconstruction has not changed structurally due to the adsorbed caffeine film, so
this is an experimental indication of a weak adsorbate-substrate interaction [76].

The caffeine spots in figure 6.4 (b) are approximately equidistant located from the origin
and from each other, revealing a sixfold symmetry and thus a hexagonal caffeine formation
on Au(111). In order to confirm this hypothesis and to estimate the lattice constant and
the angle between the adsorbate unit cell vectors the PSDF from the gwyddion software
package is used. Applying this method to over 100 STM measurements and deriving the
lattice constants from each measurement resulted in an averaged nearest neighbor distance
of caffeine molecules on the surface of (8.7 ± 0.9) Å with an angle of (60 ± 3)° between two
nearest neighbors. This validates the hypothesis of a hexagonal arrangement of the caffeine
molecules. Additionally, an angle of (10 ± 3)° was observed between the substrate [1 ̄10]
direction and one caffeine domain direction. With this observation the caffeine domain
directions are estimated to be [41 ̄5], [5 ̄4 ̄1], and equivalent directions, which are indicated
in figure 6.4 (a).

(a) STM measurement (b) FFT of figure 6.4 (a)

Figure 6.4: (a) STM image of a caffeine monolayer on Au(111). An angle of (10 ± 3)° was
observed between the substrate [10 ̄1] direction and the caffeine [41 ̄5] direction. (19 × 19 nm,
16 pA, −1.0 V). (b) Fast Fourier transform corresponding to (a) showing six spots and the
corresponding FFT pattern of the Au(111) herringbone reconstruction.

Moreover, two distinct hexagonal domains of caffeine molecules rotated by ∼ 20° were
found on the Au(111) surface. However, the angle towards the Au[1 ̄10] direction remains
about ±10° for both domains. Therefore, the two domains are possibly mirrored along the
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Au[1 ̄10] direction. For the two mirrored caffeine domains, two different domain boundaries
were found.

In figure 6.5 (a) the two mirrored domains separated by a substrate step-edge are shown.
Furthermore, one hexagonal axis of each domain is indicated with a gray or black line,
respectively. Additionally, in figure 6.5 (b) the result of a FFT applied to the data of
figure 6.5 (a) is displayed. The FFT clearly reveals 12 spots corresponding to the two
hexagonal caffeine domains. The rotation angle between both domains averaged over
several STM images is (20 ± 3)°. Domain boundaries at substrate step-edges are common
and have been found, for example, for self assembled monolayers of alkanethiols [152].

In addition, domain boundaries were also found on the same substrate terrace as shown
in figure 6.5 (c). There, the dividing line between both domains is marked with a semi-
transparent white area. A white and a black line are drawn as orientation marker indicating
one of the hexagonal axes of each domain. Hereby, the black one is aligned with the
hexagonal lattice of the domain shown on the left, and likewise the white line for the
domain on the right side. Additionally, a hexagonal grid is marked on top of a small area
of each domain to visualize all domain axes and one unit cell of the grid is highlighted.
Domain borders on the same terrace show no sharp edges and some minor defects are
visible. The shape of these borders is likely an indication of high mobility of the molecules
at room temperature. Moreover, it is possible that this second type of domain boundary
is a twin boundary, which could be induced due to the chiral growth of the caffeine
domains [66, 153]. Therefore, an analysis of the caffeine molecule on-surface chirality
follows in section 6.2.3. In addition, figure 6.5 (d) shows the FFT of figure 6.5 (c), which
also reproduces the 12 point pattern of both domains.

It should be noted that all STM measurements at room temperature are subject of slight
shear and distortion due to piezo effects [154]. Therefore, the experimental uncertainty
depends largely on the measured shear of approximately 3°, so every angle measurement
is connoted with this uncertainty, since their statistical uncertainty is much smaller. To
validate the measured lattice constant and angles additional LEED measurements are
presented in the next section.
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(a) (b)

(c) (d)

Figure 6.5: Representation of two types of domain boundaries present in dense caffeine
monolayers on Au(111). (a) STM image of a caffeine monolayer on Au(111) with both mirrored
film domains separated by a substrate step-edge (19 × 19 nm, 16 pA, −1.0 V). (b) Fast Fourier
transform corresponding to (a) showing twelve spots. (c) Domain border of a dense caffeine
monolayer on the same substrate terrace (28×28 nm, 17 pA, −1.0 V). (d) Fast Fourier transform
corresponding to (c) showing twelve spots.
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6.2.2 LEED analysis

The LEED measurements are complementary to STM and obtain a 𝑘-space image of
the real space periodicities measured with STM. Furthermore, LEED measurements are
rather fast compared to STM measurements. Therefore, they are conducted to verify the
successful preparation and gather more insights of the system.

In figure 6.6 two LEED measurements of the sample after successful caffeine monolayer
preparation are shown. In figure 6.6 (a) the expected twelve spots of the caffeine monolayer
are present, measured at a kinetic energy of Ekin = 20 eV. Thus, the LEED measurements
confirm the monolayer growth in a hexagonal pattern and that the two distinct domains
are rotated about 20°, indicating that these two domains are predominantly present at the
surface. As shown in figure 6.6 (b), the Au(111) substrate spots are still visible and intact
at Ekin = 55 eV despite the adsorbate layer on top. The intensity of the Au LEED spots
significantly decreases due to the additional caffeine monolayer on top and overall the
background noise increases. Moreover, the LEED spots of the caffeine monolayer vanish
for electron energies over ∼ 30 eV and hence are not visible in figure 6.6 (b). Since Au(111)
spots are first visible on the screen above ∼ 50 eV, it was not feasible to take an image of
Au and caffeine spots at the same time.

(a) Ekin = 20 eV (b) Ekin = 55 eV

Figure 6.6: LEED images of caffeine molecules adsorbed in a periodic arrangement on
Au(111). In 6.6 (a) the twelve spot adsorbate diffraction pattern is visible indicating two
mirrored hexagonal domains. In 6.6 (b) the diffraction pattern of the gold substrate is barely
visible since the caffeine monolayer is on top, thus the spot intensity decreases significantly.
Noting, that the sample was slightly moved between both measurements.

It should be added that there are several difficulties within the LEED measurement of
organic films. The intensity of the adsorbate spots decreases while the sample is irradiated
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with electrons within several seconds. This phenomenon presumably occurs because the
electron beam damages the caffeine molecule assembly due to the weak adsorbate/adsorbate
and adsorbate/substrate interactions. Higher electron energies lead to a faster decrease
of the spot intensity. Thus, the LEED experiments to check the sample preparation
were performed at a single low electron energy, around 20 eV, to reduce the risk of beam
damage on the sample. Noting, that LEED measurements at such low kinetic energies
are particularly susceptible to interference from electromagnetic fields. In order to obtain
LEED images at several kinetic energies, the sample was moved in the x-y plane, since the
focused electron beam is smaller than 1 mm in diameter. Thus, every image was taken at
an undamaged sample area. An additional problem that could occur is that the caffeine
molecules, which are present in the residual gas of the UHV chamber after the evaporation,
can be trapped inside the electron gun of the LEED system and block the electron beam.
Degassing the LEED filament for several hours solves this issue.

Since substrate and adsorbate diffraction spots cannot be measured at the same electron
energy in LEED, the measurements are performed at different energies but with the same
experimental parameters and are thus still comparable. The images are taken at a fixed
sample - LEED screen distance and a fixed camera position and therefore it is possible to
compare images in one series in terms of relative distances and angles measured in these
images. Excerpts of one LEED measurement series are shown in figure 6.7. The LEED
series reveals a rotation angle of the two distinct caffeine domains of (11.0 ± 0.8)° towards
the Au [1 ̄10] direction, measured across several LEED images at different energies. This
result confirms the STM measurements of (10 ± 3)° between each domain and the Au
[1 ̄10] direction.

(a) Ekin = 14 eV (b) Ekin = 16 eV (c) Ekin = 18 eV (d) Ekin = 20 eV

Figure 6.7: Excerpts of one LEED series of the caffeine monolayer formation on Au(111)
with kinetic electron energies from 14 eV to 20 eV. The spot intensity variation towards higher
kinetic energies partly results from different sample positions for single images in order to
decrease beam damage effects.

In order to access the lattice constant of the adsorbate film with LEED, the following
technique described by Lackinger et al. for coronene on Ag(111) is applied [155]. For
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this method, an alternative expression of the Laue equation is used, which describes the
constructive diffraction at atomic layers. With a lattice constant a, the diffraction order n,
the probing wavelength 𝜆 and the observing angle 𝛩, the expression is:

𝑎 sin(𝛩) = 𝑛𝜆. (6.1)

The sample is probed with electrons, therefore the de Broglie wavelength is used:

𝜆 = ℎ
√2𝑚e𝐸kin

. (6.2)

The diffraction angles are made visible at the LEED screen and therefore are measured as
a distance which is calculated with trigonometry to 𝑠 = 𝑅 sin(𝛩), where R is the screen
radius. Expanding this expression with the Laue equation and the de Broglie wavelength,
the following result for the measured length s on the screen is:

𝑠 = 1
𝑎

⋅ ℎ𝑅
√2𝑚e

⋅ 1
√𝐸kin

(6.3)

Therefore, the relative distance of every spot towards the (0 , 0)-spot in relation to the
screen diameter is plotted in one image against 1/√𝐸kin. This can be modeled with a
line through origin with the slope m which is defined via the specific lattice constant 𝑎.
The quotient of two different slopes is in the same proportion as its lattice constants:

𝑚adsorbate
𝑚substrate

= 𝑎substrate
𝑎adsorbate

(6.4)

Using sequences of LEED measurements like to the one in figure 6.7, the relative distances
are measured and plotted in figure 6.8. This is performed for the adsorbate spots as
well as for the substrate spots. With a linear regression and the known substrate lattice
constant of 𝑎Au = 2.884 Å [156], a caffeine nearest neighbor distance of (8.6 ± 0.3) Å is
obtained from the LEED patterns. This result is in perfect agreement to the nearest
neighbor distance of (8.7 ± 0.9) Å measured with STM. Therefore, the measured nearest
neighbor distance of (8.6 ± 0.3) Å and a rotation of (11.0 ± 0.8)° towards the Au [1 ̄10]
direction lead to a quasi-hexagonal superlattice which can be described with the matrix
( 3.3 ± 0.3 0.66 ± 0.06

2.6 ± 0.3 3.3 ± 0.3 ) and its mirror-symmetric counterpart ( 3.3 ± 0.3 2.6 ± 0.3
0.66 ± 0.06 3.3 ± 0.3 ) with the gold

basis vectors of the unreconstructed gold surface shown in figure 6.9 (b).

Using these results a first structural model can be proposed, which is shown in figure 6.9. For
this model the large (22×

√
3)𝑅30° substrate reconstruction is neglected. This assumption
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Figure 6.8: Linear regression of relative LEED spot distances of gold and caffeine diffraction
pattern measured across a sequence of LEED measurements similar to figure 6.7.

is based on the observation, that no strong influence of the substrate reconstruction on
the caffeine monolayer was found in the STM measurements. Furthermore, the substrate
is compressed by around 4 % in one direction and therefore the influence of the gold
surface reconstruction should be small. In addition, this assumption is well documented
in literature for organic films as it decreases the computation time significantly [53, 157].
Simulating the molecular surface structure with the LEEDpat package, an approximation
in fractional numbers is found with the higher-order commensurate matrix ( 10/3 2/3

8/3 10/3
)- and

its corresponding mirrored ( 10/3 8/3
2/3 10/3

)-structure. Additional, this structure can be described
in Wood notation, as a (2/3

√
21 × 2/3

√
21)R±10.9°-superstructure. This superstructure

with a single molecule in the unit cell is depicted in blue in figure 6.9.

Since the fractions can be expanded towards an integer epitaxy-matrix, it is possible to
describe the surface structure as a commensurate structure. Expanding the matrix results
in a cell that is three times larger with potentially three uniquely aligned molecules on top
of the Au(111) surface. These superlattices are described by the epitaxy-matrix ( 6 4

2 6 )- and
its mirrored ( 6 2

4 6 )- matrix, or as a (2
√

7 × 2
√

7)R±19.1°-superstructure in Wood notation.
These unit cells are also hexagonal with a lattice constant of 15.2 Å and contain three
molecules. This structural model is represented in orange in figure 6.9.
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(a) (b)

Figure 6.9: (a) LEEDpat simulation of two possible superstructures. On the left the simulated
LEED pattern of a one molecular ( 10/3 2/3

8/3 10/3 )-superstructure is printed in dark blue and its
mirrored domain in light blue. On the right a three molecular ( 6 4

2 6 )-superstructure is printed
in dark orange and its mirrored domain in light orange. The Au(111) substrate LEED pattern
is printed in yellow color. (b) Real space structural model of one domain of caffeine molecules
on Au(111). The one molecular superstructure is printed in blue and the three molecular unit
cell is printed in orange, each unit cell is shown in its respective color. The Au substrate is
depicted in yellow.

Figure 6.9 provides a comparison between the models of both described structures. The
LEEDpat simulations are shown in figure 6.9 (a) and the real space surface models are
shown in figure 6.9 (b). The simulated LEED pattern in figure 6.9 (a) is dived into two parts.
The left half shows a superposition of both domains of the single molecular superstructure
represented with blue circles. The two distinct patterns for each domain are indicated by
two shades of blue, a light and a dark one. For the right part its commensurate counterpart
with three times the unit cell size is used for the simulation. It is represented with orange
circles in different shades, a dark and a light one, for each domain sub-pattern. The
substrate Au(111) diffraction pattern is depicted in yellow. All basis vectors are displayed
in the corresponding color. In the resulting simulation pattern all spot positions of the
single molecular structure are reproduced in the three molecular pattern. This is due
to the larger unit cell, which results in more diffraction spots with decreased distances
between individual spots. Note, that the LEEDpat simulation only calculates the positions
of possible diffraction spots. No information about spot intensities is obtained from this
method.
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Furthermore, in figure 6.9 (b) a real space surface model of one domain is depicted with
single caffeine molecules represented in blue and orange, and the substrate gold atoms in
yellow. The cell of the single molecular ( 10/3 2/3

8/3 10/3
)-superstructure is marked in blue and

the three-molecule ( 6 4
2 6 ) unit cell in orange. The molecule positions which are indicated

in orange are also molecule positions of the blue pattern and vice versa. The orange
ones describe the periodicity of the larger three molecular commensurate unit cell. Both
superstructures have the same density of caffeine molecules on the surface. This model
shows that all molecular positions on the surface are described by both superstructures.
The main difference is that in the single molecule unit cell, each molecule is aligned in one
distinct orientation in a higher-order commensurable cell, and in the three molecule unit
cell, three different molecular positions are allowed in a commensurable cell. It should
be added that the adsorbate positions with respect to the gold surface, shown here as a
on top, fcc hollow, and hcp hollow position are not necessarily true, since the model only
represents the underlying periodicity.

As previously shown in figure 6.6 (a), the LEED measurements yield only twelve spots
corresponding to the LEEDpat simulation of the single molecule unit cell. Therefore, the
LEED measurements indicate that this surface structure is more likely to be present on the
surface than the commensurable three molecular cell, which would result in more visible
diffraction spots in the LEED pattern. Since the STM measurements do not clearly resolve
the orientation of single molecules, and slight background noise is present in the LEED
measurements, a further method is used to determine the surface structure in detail.

6.2.3 DFT calculations

To gain further insight into the monolayer formation, the surface structure of caffeine on
Au(111) is investigated using DFT. The DFT study is gratefully conducted by Andreas
Jeindl and Prof. Dr. Oliver T. Hofmann from the Graz University of Technology. The
calculations are performed on the Vienna Scientific Cluster (VSC) with the funding of the
Austrian Science Fund (FWF): P28631-N36 and Y1157.

A starting point for the analysis with ab-initio simulations is the observation, that
the ’herringbone’ reconstruction of the gold substrate is undisturbed under the caffeine
monolayer, and therefore the interaction between the caffeine adsorbate and the gold
substrate is sufficiently weak. Hence, the adsorbate/substrate interaction is neglected in
the first part of the DFT investigation. Furthermore, the XPS data presented in section 6.3,
also show that no measurable chemical interactions are present, further strengthening this
assumption. Therefore, the system is studied in a two step procedure. First, the caffeine
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molecules are modeled in a free-standing monolayer without substrate interactions to
gain insight into the molecule-molecule interaction. These molecule-molecule interactions
are investigated by mapping the chemical interactions between pairs of molecules in the
free-standing monolayer. In the second step, the full molecule-substrate system is simulated
using the results from the free-standing analysis to investigate the whole monolayer system.
The DFT calculations are performed using the FHI-aims package [135]. The default basis
set of the FHI-aims package and the exchange-correlation functional PBE are used [158].
Long-range dispersion is included via the TSsurf correction [134]. For more technical details
about the simulation see [148].

Free-standing caffeine monolayer

Constructing the hypothetical monolayer of caffeine molecules, the geometry of an isolated
caffeine molecule is optimized with the FHI-aims package and then the quasi-planar
molecule is aligned parallel to the surface orientation. The assumption of flatly aligned
molecules is based on the model of high temperature 𝛼-phase caffeine crystals [47], which
is also used for the QCM layer thickness determination. Moreover, theoretical analysis
for quasi-planar achiral molecules predict that this type of molecules align in a hexagonal
planar phase [50]. For the calculation, one molecule is fixed in the center of the xy-plane,
and then the interaction energy between the fixed molecule and a second molecule aligned
flatly in the same plane is calculated. A suitable discretization for this calculation is used
to limit the computational time. Hence, a hexagonal grid with 1/4th of the minimal Au-Au
distance, 𝑎grid = 0.738 Å is used for the translation of single molecules. To model different
rotations, the second molecule is rotated in steps of 30° around the central pyrimidine
ring, starting with the same alignment as the fixed molecule in the center. Since the
caffeine molecule can adsorb on the surface in two mirror-symmetric ways, the calculation
is performed in a homochiral and a heterochiral way, with both molecules in the same and
mirror-symmetric orientations, respectively.

The interaction energies between two caffeine molecules without the substrate are derived
from the described calculation and are shown in figure 6.10. The homo- and heterochiral
alignments are represented in 6.10 (a) and 6.10 (b), respectively. An attractive and repulsive
interaction of the molecule pair is represented by blue and red color, respectively. The
diverging colormap representing the different energies is shown on the right side. In the
center of each plot the fixed caffeine molecule, which remains in that specific orientation
during the calculation, is shown. Within the molecule, carbon atoms are indicated in
gray, nitrogen atoms in blue, oxygen atoms in red, and hydrogen atoms in white. At
every point on the hexagonal lattice, the second molecule is rotated with respect to the
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(a) (b)

Figure 6.10: Discretized pairwise interactions of caffeine molecules in a free-standing monolayer
in two chiral arrangements (a) and (b). In the bottom right corner of both plots the in-plane
geometry of a molecule, relative to the centered fixed molecule, is shown with the corresponding
arrow in the center of the pyrimidine ring. The arrows represent the energetically most favorable
in-plane rotation of the second caffeine molecule at each respective location. The insets visualize
the interaction energies for all different rotations at the energetically most favorable positions
in each of the three energetically favorable areas. (a) Pair interaction energy for a homochiral
alignment. (b) Pair interaction energy results for heterochiral caffeine molecules [148].

fixed molecule in the center and the interaction energy between this pair of molecules is
calculated. The results show the orientation with the lowest interaction energy with a
colored arrow indicating the most favorable orientation of the second molecule at that
lattice point. The arrow color represents the interaction energy. For further understanding,
the three lowest interaction energies in each plot are marked with a circle of colored
segments. Each segment color represents the interaction energy for each discrete molecular
rotation in increments of 30°. The arrow inside the circle points in the most favorable
direction and has the color of the smallest interaction energy. Thereby, the orientation of
the arrow with respect to the caffeine molecule is indicated by the corresponding arrow in
the center of the pyrimidine ring of the molecules shown at the bottom of each figure.

These computational results show that caffeine molecules in a homochiral orientation
have three distinct regions where the interaction is beneficial. These three regions are
highlighted by the previously described three insets of the most favorable alignments in
figure 6.10 (a). In none of these regions it is energetically favorable to align the molecules
parallel to each other. Rather, it is energetically more favorable to form an antiparallel
or slightly rotated alignment to each other. Therefore, it seems unlikely to achieve a
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monolayer alignment with a single molecule per unit cell, where all molecules are oriented
equally.

The analysis is similar when both molecules have the opposite chirality on the surface.
The most energetically favorable interactions are shown once again via the circular insets.
They show that the molecules in the most energetically favorable arrangements are again
rotated relative to each other, as shown in figure 6.10 (b). An exception is the region on
the left side of figure 6.10 (b). There a parallel orientation of the mirrored molecules is
favorable. This could describe 1D lines of caffeine molecules consisting of at least two
alternating prochiral molecules per unit cell. This alignment would not construct a full
2D homochiral surface structure. Therefore, it seems unlikely that caffeine molecules form
a ordered monolayer formation with a single molecular unit cell, where all molecules have
the same alignment and chirality.

Caffeine monolayer on the Au(111) surface

The DFT results of a hypothetical freestanding monolayer show that a single-molecule
unit cell is energetically not favorable. Therefore, the commensurable three molecule
structure is further investigated as a full caffeine monolayer on Au(111). Noting, that the
caffeine molecules are allowed to arrange themselves equally in the simulation of the dense
monolayer on the substrate. Therefore, the homochiral single molecular unit cell is part of
the simulation design. The approach is to find the most energetically favorable caffeine
arrangement within the given supercell. To achieve this goal, ideas of the structure-search
algorithm SAMPLE developed by L. Hörmann et al. are utilized [159].

The monolayer film is modeled with the smallest superlattice, which is commensurable
with the Au(111) substrate. This and also the mirrored superlattice were introduced
before and represented in figure 6.9. These superlattices are the ( 6 4

2 6 )- and its mirrored
( 6 2

4 6 )-superlattice, or (2
√

7 × 2
√

7)R±19.1° in Wood notation. These unit cells preserve
hexagonal symmetry, have a lattice constant of 15.2 Å with respect to an unreconstructed
Au(111)-surface, and contain three molecules. All possible structures with three caffeine
molecules fitting into the unit cell are calculated within the described discretization. Using
the previously calculated interaction energies of the free-standing monolayer in the gas
phase, the relative energies for all of these possible structures are determined. From this,
these structures are ranked in terms of relative energy and the most energetically favorable
structure is identified. This structure manages best to balance repulsion by tight packing
and attraction due to favorable intermolecular interactions. Therefore, this structure is
geometry optimized and presented in figure 6.11. Within the caffeine molecule, carbon
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Figure 6.11: Geometry-optimized monolayer of caffeine molecules with three molecules in a
( 6 4

2 6 )-superstructure on Au(111). The three molecules in a unit cell are aligned in the structure
that yields the best energy per area. The three molecular orientations are marked by black
and white triangles indicating the different on-surface chirality and orientations. The substrate
surface basis vectors 𝑣1 and 𝑣2 are indicated. To display the different atom sizes the used radii
are 1.2 times the respective covalent radii [160].

atoms are indicated in gray, nitrogen atoms in blue, oxygen atoms in red, and hydrogen
atoms in white. The gold substrate atoms are colored in yellow. The surface basis vectors
of the gold substrate 𝑣1 and 𝑣2 are indicated on the right. Additionally, the chemical
structure of a single caffeine molecule is shown on the right as an overlay to connect the
two representations.

The geometry optimization of the selected structure, which is shown in figure 6.11, reveals
an adsorption energy of about −1.1 eV per caffeine molecule. This energy is within the
expected range for physisorption of molecules of this size [53, 157]. Note that due to
the tight-packing constraint the energetically most favorable pairs are not necessarily
part of the best densely packed structure as the energy of a full monolayer is minimized.
Furthermore, the found structure is a heterochiral arrangement of caffeine molecules,
which exhibit the most energetically favorable structure. The ratio of the two chiralities of
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caffeine molecules on the surface is 1:2 and vice versa for the mirrored domain. Therefore,
each domain exhibits a non-racemic arrangement. The three molecular orientations are
indicated by black and white triangles, showing the two different chiralities on the surface
and the different orientations of the molecules. In addition, the single molecular and
the three molecular unit cells are shown in blue and orange, respectively. Moreover, the
structure did not change significantly during the geometry optimization, which supports
the applicability of the two-step approach. For more details, the full simulation results are
available for free via the NOMAD database at [161].

Kinetic diffraction simulation

Since the monolayer simulation is in favor of the three-molecule unit cell and the LEED
results are not, a further analysis is needed. The three times larger unit cell should show
additional spots in the LEED pattern as indicated in figure 6.9. In order to find an
explanation, a diffraction simulation based on the proposed three molecular unit cell is
presented in this section.

The kinetic diffraction simulation allows to simulate the diffraction pattern of a given
geometry. Specifically, the location and intensity of the peaks are calculated using the
square of the structure factors which is:

𝑛 ⃗𝐺 = ∑
atoms

𝑓atom( ⃗𝐺) × exp (−𝑖 ⃗𝐺 ⃗𝑟) (6.5)

where ⃗𝐺 and ⃗𝑟 are the reciprocal lattice vectors of the crystal and the location of the
atoms in the unit cell, respectively. Furthermore, the atomic form factors are calculated
with

𝑓atom( ⃗𝐺) =
𝑛

∑
𝑖=1

𝑎𝑖 exp ⎛⎜
⎝

−𝑏𝑖 (
⃗𝐺

4𝜋
)

2

⎞⎟
⎠

(6.6)

where 𝑎𝑖 and 𝑏𝑖 are taken from [162].

In this simulation, the geometry of the proposed three molecular unit cell shown in
figure 6.11 is used and modeled as a free-standing monolayer thus neglecting the substrate.
The resulting diffraction pattern is shown in figure 6.12 (c). There, the intensity of each
spot is indicated with green circles and the size of the peaks represents the calculated
diffraction intensity. The simulation shows that despite the unit cell being three times
larger, the additional spots have a much lower intensity than the spots of the nearest
neighbor pattern. Hence, the first-order spots for the ( 6 4

2 6 )-structure are weaker with an
intensity ratio of about 1 ∶ 33 compared to the strong spots corresponding to the first order
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of a ( 10/3 2/3
8/3 10/3

)-cell. Therefore, the diffraction simulation suggests that the periodicity of
the surface structure follows the primitive cell, rather than the three-molecule super cell.
For better comparison, a LEED image is shown in figure 6.12 (a) and in figure 6.12 (b) the
simulated pattern is printed on top of the LEED image.

(a) LEED image: Ekin = 20 eV. (b) Superposition of (a) and (c). (c) Simulated pattern.

Figure 6.12: Representation of the kinetic diffraction simulation of the three molecular
structure shown in figure 6.11 in comparison with a measured LEED pattern. (a) LEED pattern
of caffeine/Au(111) at Ekin = 20 eV. (b) The calculated intensity is plotted in green on top
of the measured LEED pattern shown in (a). (c) The intensity of the calculated diffraction
patterns shown alone in green.

It should be noted that this kinetic diffraction simulation is not a LEED simulation
because it neglects multiple scattering and substrate gold atoms. Therefore, the electron
kinetic energy does not change the intensity ratio. Nevertheless, the result is a good
approximation and shows that the intensity of the three molecular spots is significantly
reduced. Within the measurement apparatus used, this difference is not resolvable due to
background noise, beam damage, and possible interference charges. Especially, since the
caffeine film LEED pattern is only detectable below Ekin = 30 eV.

Therefore, the hypothesis of a three-molecule unit cell is in agreement with the LEED
results within the limits of the measurement equipment. In addition, it is not excluded that
the unit cell could be much larger. The simulation estimated the most favorable alignment
inside the given three molecule unit cell. If the molecules in the dense monolayer are
aligned in more crystallographic orientations and form a larger higher-order commensurable
unit cell, the simulation could have found a different structure. However, this assumption
is outside the scope of the used techniques. The here reported structure is the smallest
higher-order commensurable unit cell consistent with the experimental LEED and STM
data.
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The hypothesis with three molecules per unit cell is also consistent with previous studies
of caffeine in the high-temperature polymorph 𝛼-phase [20, 47]. Derollez et al. proposed
a structure for 𝛼-caffeine in a trigonal bulk crystal involving a dynamically disordered
relationship of caffeine molecules in an R3c space group unit cell. The estimated parameters
of the trigonal unit cell are 𝑎 = 14.94 Å and 𝑐 = 6.90 Å [47]. Their proposed lattice constant
is in excellent agreement with the estimate of the three molecular lattice constant of
𝑎′ = 15.2 Å. In the unit cell, they assumed two quasi-hexagonal layers of caffeine molecules
with a height difference of ±𝑐/6 for alternating molecules in one layer. This height difference
is not expected for a monolayer and no evidence was found in the presented measurements.
The previously estimated molecule nearest-neighbor distance of (8.6 ± 0.3) Å suggested
by the STM and LEED data is in agreement with the three-molecule unit cell model,
since there is a uniform distribution of molecules within the unit cell. In order to test
the proposed unit cell with a complementary method, XPS measurements of the system
are conducted and presented in the next section. The results are compared with the
energy states calculated within the DFT calculations as they yield information about the
electronic structure.
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6.3 Core-level photoemission spectroscopy

XPS measurements at DELTA are performed in order to study the surface and inter-
molecular interactions. Furthermore, they allow to compare experimental data of the
C 1s, N 1s, and O 1s core-levels with the calculated energies of the DFT simulation in
order to validate the proposed structure of a weakly interacting caffeine monolayer. In the
first section of this part, the sample preparation is documented with survey spectra and
LEED patterns. Then, the Au 4f orbital spectra are presented in more detail to compare
the pristine surface and the adsorbed caffeine monolayer film. Thereafter, the core-level
energies of the unit cell atoms estimated from DFT are presented, which are compared
with the experimental high-resolution C 1s, N 1s, and O 1s spectra.

6.3.1 Sample preparation

To conduct photoemission experiments a Au(111) crystal is prepared at the UHV chamber
located at the DELTA facility as described in section 5.1. The preparation of the clean
Au(111) surface is verified by a XP survey spectrum at ℎ𝜈 = 650 eV with an emission angle
of 𝛩 = 60°. The spectrum is shown in figure 6.13 (a) and reveals that no carbon, oxygen, or
nitrogen contamination are present. Prominently, the Au 4f and Au 3d signals are visible

(a) Survey ℎ𝜈 = 650 eV, 𝛩 = 60°. (b) 𝐸kin = 55 eV.

Figure 6.13: Documentation of the preparation of clean Au(111). (a) The survey spectrum
at an emission angle of 60° shows no sample contamination and the expected gold signals are
visible. (b) The LEED image shows successful reconstruction of the sample surface.
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as well as the Au NVV Auger transition at 𝐸kin = 70 eV [163]. Furthermore, the Au(111)
surface reconstruction is checked with a LEED measurement shown in figure 6.13 (b).

After the substrate preparation the caffeine monolayer on top is prepared as described
in section 5.2. The survey spectrum in figure 6.14 (a) and the well reproduced LEED
pattern in figure 6.14 (b) reveal a successful monolayer preparation. The survey shows
the distinct peaks of the C 1s, N 1s, and O 1s signals indicating the successful deposition
of a monolayer film. The priority during the DELTA shifts is to achieve optimal XPS
results. Therefore, to minimize beam damage effects in the XPS signals the LEED pattern
is measured after several XPS measurements which could explain some of the noise.
Furthermore, this indicates that the monolayer film does not disintegrate completely due
to the synchrotron radiation beam. Noting, that the synchrotron beam spot is smaller
than 100 µm × 30 µm [129] and the LEED spot size is roughly smaller than 1 mm in
diameter. Hence, the LEED measurement averages over a much larger area than the XPS
experiment.

(a) Survey ℎ𝜈 = 650 eV, 𝛩 = 60°. (b) 𝐸kin = 20 eV.

Figure 6.14: Documentation of the preparation of the caffeine monolayer on Au(111). (a)
The survey spectrum at an emission angle of 60° shows all expected signals from the caffeine
molecules (O 1s, N 1s, C 1s) and the gold signals were also visible. (b) The LEED image shows
all twelve spots of the dense caffeine monolayer and thus a successful preparation.
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6.3.2 High-resolution Au 4f spectra

In a further analysis, the Au 4f orbital is studied in more detail. The high-resolution
spectra of this orbital is measured with an exciting photon energy of ℎ𝜈 = 340 eV and is
shown in figure 6.15. The left side of the figure shows the spectra of the pristine Au(111)
surface and the right side with caffeine on top. The spectra shown on top are measured at
an emission angle of 0° and on the bottom at 60°. All Au 4f signals are fitted by applying a
convolution of a Doniach-Sunjic, a Gaussian-function, and a Tougaard background. The 4f
signal consists of a doublet representing the spin-orbit splitting into Au 4f5/2 and Au 4f7/2

states with an area ratio of 3:4 and an energy difference of 𝛥𝐸SOC = 3.67 eV [164]. Each
signal consists of two doublet components. The two components are attributed to two
chemical environments as these affect the binding energy of the individual atoms. One
component is attributed to the bulk signal, shown here in dark green, while the surface
component is represented in light green. The surface core-level shift between these two
components is estimated to be 𝛥𝐸S = 0.31 eV towards a higher kinetic energy for the
surface component which is in excellent agreement with literature [165, 166]. The bulk
4f7/2 component is recorded at a kinetic energy of 𝐸kin = 251.88 eV in all measurements.

The normal emission Au 4f signals of the clean Au(111) and the caffeine/Au(111) sample are
compared in figure 6.15(a) and (b), respectively. The background level increases without a
significant change in the kinetic energies of the 4f electron states. The full width at half
maximum (FWHM) for the normal emission peaks is in the range of 𝛥𝐸 = 0.53−0.54 eV
with an asymmetry factor of 0.031 and 0.04 for the clean and the caffeine covered sample,
respectively, which is in accordance to literature [167]. The peak area of the surface
component changes from 37.2% to 39.5% for the clean and caffeine monolayer surface,
respectively. The more surface sensitive measurement recorded at 𝛩 = 60° are shown in
figure 6.15 (c) and (d). For these peaks FWHM is in the range of 𝛥𝐸 = 0.55−0.57 eV
with an asymmetry factor of 0.043 and 0.065 for the clean and the caffeine covered sample,
respectively. The surface component of the clean sample amounts to 43.6% of the total
signal area, while for the monolayer sample a surface component of 43.5% was found.
The difference in the surface component values is not significant. The surface sensitive
measurement shows the expected increase of the surface component of about 15% due
to the decreased information depth. A slight increase of the peak asymmetry due to the
impact of the molecular film, and no additional component is detected in the signal.

Additionally, the measured Au 4f spectra can be used to roughly calculate the adsorbate
layer thickness with a simple approximation. For this method described in [168] the
normalized counts of a substrate signal 𝐼, in this case the Au 4f signal, is estimated for
the clean surface and for the one with the adsorbate on top. Thus, the absolute counts of
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Figure 6.15: Au 4f core-level XP spectra before (left) and after caffeine deposition (right),
recorded at a photon energy of ℎ𝜈 = 340 eV and emission angles of 𝛩 = 0° (top) and 𝛩 = 60°
(bottom). The dark green component corresponds to the bulk signal and the surface component
is represented in light green.

the Au 4f signal are divided by the number of measurement sweeps and the logged beam
current to obtain the normalized counts 𝐼. With this information, the emission angle 𝛩,
and the IMFP of the adsorbate 𝜆ads the film thickness can be calculated via [121]:

𝐼clean,𝛩 = 𝐼adsorbate,𝛩 exp (− 𝑑𝛩
𝜆ads cos 𝛩

) (6.7)

An approximation of the IMFP of electrons with a kinetic energy of 𝐸kin ≈ 250 eV in
caffeine is roughly estimated to be 𝜆𝑎𝑑𝑠 ≈ 10.5 Å. This is the IMFP of electrons with
𝐸kin ≈ 250 eV in adenine layers which are similar to caffeine and the IMFP in organic
molecules does not differ much in this energy range [169]. With these rough estimations
the thickness of the caffeine monolayer film is estimated to 𝑑0° ≈ 3.5 Å and 𝑑60° ≈ 4.5 Å.
As the monolayer height is approximated with 3.45 Å this results in a coverage of 1 ML
to 1.3 ML, which is consistent with the layer thickness determined by QCM in 5.2 and
STM in 6.2.1. Noting, that this method of film thickness determination is prone to errors
in the order of ±50 % [170]. Nevertheless, it shows the reproducible preparation method.
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In conclusion, the kinetic energy of the gold core electron levels does not shift with the
deposition of caffeine molecules and no new components are visible in the Au signals.
Consequently, no strong chemical bonding between the caffeine molecules and the gold
surface atoms could be documented. Noting, that an effect should be small since there
are about 3 caffeine molecules per 28 Au surface atoms. Therefore, more weight is on the
surface sensitive measurement at an emission angle of 60°, and again no change in the Au 4f
signal is visible. Moreover, the monolayer thickness of the prepared sample is perfectly
reproduced. The next sections focus on the analysis of the caffeine monolayer and thus on
the spectra of the carbon, nitrogen, and oxygen atoms present in the caffeine molecule,
respectively. Additionally, the core-level energies retrieved from the DFT simulation are
presented and compared with the experimental results.

6.3.3 Adsorbate core-levels

All information associated with the analysis of the core-level energies are presented
here. Starting with the results of the simulated core-level energies obtained by DFT.
Thereafter, these energies are compared with the experimentally obtained high-resolution
XPS measurements.

Simulated core-level energies

In this section, the estimated core-level energies are presented. Since the core-level energies
of all atoms in the unit cell are estimated as part of the performed DFT simulation, it is
possible to compare them with the experimental results. Due to the fact that the unit cell
consists of three molecules in different orientations, the binding energies of equivalent atoms
within a caffeine molecule differ slightly and are therefore grouped into chemically related
components. For this purpose, the groups are formed from three estimated core-level
energies, which are then assigned to one atom of a single caffeine molecule. The assignment
is based on the XPS results published by Plekan et al. [171] of caffeine molecules in
gas phase, and the assumption that molecule-molecule interactions do not change the
core-level energies substantially. Thus, the assignment to individual atoms is given to
increase interpretability and may be incorrect for energy levels that are close to each other.
The classification and all core energy levels are shown in table 6.2. The atom labels are
consistent with figure 6.16. The assignment to measurable components is represented
by separating horizontal lines and is quite stable with difference energies above 0.5 eV
between the most extreme energy levels of the individual components in the carbon signal.
In comparison, the energy differences of the energy levels associated with an atom are
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6.3 Core-level photoemission spectroscopy

Table 6.2: Core-level energies and averaged core-level energies (mean) of the adsorbate
simulation for the C 1s, N 1s, and O 1s core-levels given in eV. The reference energy of the
simulation is the vacuum level, which is 4.50 eV above the Fermi level. All core-levels in one
segment, which are separated by a horizontal line, are averaged and the mean value is given in
the next column. The atom labels are consistent with figure 6.16 and 2.1

C 1s core-level / eV mean / eV N 1s core-level / eV mean / eV O 1s core-level / eV mean / eV
-270.50 -381.99 -511.20

C10 -270.56 N9 -382.00 -382.05 O13 -511.27 -511.25
-270.73 -382.15 -511.28
-270.86 -383.40 -511.30

C12 -270.94 N1 -383.46 -383.46 O11 -511.31 -511.33
-270.97 Comp. A -383.51 -511.39
-271.01 -270.96 -383.62

C5 -271.05 N3 -383.67 -383.66
-271.10 -383.69
-271.24 -384.02

C14 -271.27 N7 -384.02 -384.06
-271.31 -384.13
-271.95

C8 -272.01
-272.13 Comp. B
-272.15 -272.11

C4 -272.16
-272.23
-273.07 Comp. C

C6 -273.09 -273.09
-273.10
-273.61 Comp. D

C2 -273.68 -273.69
-273.76

below 0.3 eV. For nitrogen the difference of the energy levels is smaller but significant and
for oxygen it is not possible to really distinguish between the two different atoms in the
simulation and neither in the experiment as shown later. Hence, there the assignment
is only given to illustrate the used method. Additionally, all core-levels assigned to one
component, which are separated by a horizontal line, are averaged and the mean value is
given in the next column for a further comparison to the experimental data.

In order to obtain a spectrum of the here presented energy levels, each energy position
is visualized by a Voigt-profile at that energy with respective Gaussian- and Lorentzian-
parameters in accordance with the experiment. Thus, the resulting simulation spectrum is a
superposition of all simulated molecular core-levels. The experimental XPS measurements
are compared with the molecular core-levels of the initial-state approximation. This
assumes that the relative core-level eigenvalue shifts of the undisturbed system correspond
to the relative XPS peak shifts. Moreover, surface effects are assumed to act on all atoms in
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Figure 6.16: Recap of the figure 2.1 for a better comparison with the XPS results. Molecular
structure of caffeine (C8H10N4O2) and assignment of numbers to atoms within the molecule.
Carbon (C) atoms are shown in gray, nitrogen (N) in blue, oxygen (O) in red, and hydrogen
(H) in white.

the same way. To compensate for differences in the measured work function and the vacuum
level of the simulation, the energy average of the component with the highest energy is
aligned with the measured component with the highest kinetic energy. This method also
allows an easy and fast comparison of relative shifts of single components [172].

High-resolution C 1s spectrum

The spectrum of the carbon C 1s orbital, which consists of several components is shown
in the upper part of figure 6.17. The spectrum is recorded with a photon energy of
ℎ𝜈 = 340 eV at normal emission. In order to minimize beam damage effects, the shown
spectrum is a superposition of ten measurement sweeps, and each sweep is obtained from
a slightly different position of the sample surface. Thus, the manipulator is moved 100 µm
for each sweep, which is sufficient to measure a new sample area [129]. The measurement
time constant was set to 900 ms for each step and the spectrum is obtained with a step
width of 0.041 eV. The pass energy of the spectrometer is set to 5.85 eV.

A fitting procedure is applied to the measured spectrum using a Tougard background,
which is subtracted from the data for better comparisons. Five components are sufficient
to reproduce the line shape as measured. In addition, the simulation results show that
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four components could be identified and separated as described previously, and are shown
in the lower part of the figure 6.17. Each component in the simulation spectrum shows
the superposition of the core-level energies broadened with Voigt-profiles associated with
each component. Therefore, the line shape of the four simulated components may differ
from individual Voigt profiles centered on the mean energy. Nevertheless, the components
are in accordance with the experiment.

Figure 6.17: C 1s core-level XPS of caffeine on Au(111) recorded at a photon energy of
ℎ𝜈 = 340 eV and at an emission angle of 𝛩 = 0°. In the bottom panel, the simulated XP
spectrum of the caffeine monolayer is shown. The assignment of the carbon atoms to the
components A, B, C, and D is shown in table 6.3.

The fitting results for each peak are presented in table 6.3. There, the kinetic energies,
peak area ratios, FWHM, and asymmetry factors 𝛼 are shown. Furthermore, a short recap
of the associated simulation components and their respective relative energies is given, as
well as the assignment to single atoms of the caffeine molecule.

The main component of the carbon C 1s orbital is here referred to as A and represents
four of the eight carbon atoms in the caffeine molecules. It is located at a kinetic energy of
𝐸kin = 51.94 eV with 𝛥𝐸 = 1.1 eV FWHM, an asymmetry factor of 𝛼 = 0.05. The peak
area ratio is about 50 %, which is consistent with the assignment within the molecule.
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Three of the four carbon atoms - C10, C12, C14 - are located in the three methyl groups
of trimethylxanthine. The fourth - C5 - is located in the middle of the molecule and is
bonded to two carbon atoms and one nitrogen atom. Plekan et al. [171] showed that these
four energy levels are very close to each other and they were not separable in both DFT
simulations and measurement. In addition, the effects of beam damage were mostly visible
in a decreased intensity of this component. One possible explanation is that the methyl
groups are susceptible to beam damage and then sublime from the surface [173, 174].

Table 6.3: Energies of the C 1s signal components of the XPS experiment in comparison
with the averaged adsorbate simulation results. The reference energy of the simulation is the
vacuum level, which itself is 4.50 eV above the Fermi level. Discrepancies in relative kinetic
energy may be due to rounding errors.

Experiment Simulation
Orbital Component kin. energy / eV area / % FWHM / eV 𝛼 rel. kin. energy / eV Atoms

C 1s A 51.94 49 1.1 0.05 -270.96 C5,10,12,14
ℎ𝜈 = 340 eV B -1.39 23 1.6 0.05 -1.14 C4,8

C -2.15 10 1.1 0.05 -2.12 C6
D -2.66 11 1.2 0.05 -2.72 C2

𝜋 → 𝜋∗ -4.51 7 1.7 0.07

Component B has a kinetic energy lower than component A by 𝛥𝐸 = −1.39 eV. This
component is assigned to carbon atoms C4 and C8, both of which are bonded to two
nitrogen atoms. Furthermore, C4 is bonded to another carbon atom C5 and C8 is bonded
to a hydrogen atom. The calculated difference between the peaks of component A and B
is 0.25 eV lower than in the experiment. In addition, the FWHM found for this component
is increased by 0.5 eV compared to the other C 1s components. It is possible that the
energy difference between the two atoms, or the six atoms in the unit cell, is larger than
expected and more evenly distributed in this energy range. Another possibility is that the
interactions of C8 with oxygen atoms of other caffeine molecules have an effect on this
component and broaden these energy levels [172]. Independent components for each atom
do not yield a significantly better fit, and the energy difference calculated in the simulation
for C4 and C8 did not justify separation into two components and is therefore omitted.

Furthermore, the components C and D are assigned to the carbon atoms C6 and C2,
respectively. Both atoms are double bonded to an oxygen atom, C2 is additionally single
bonded to two nitrogen atoms and C6 is additionally single bonded to a nitrogen and a
carbon atom. The calculated energy differences of components C and D with respect to A
agree within 0.1 eV with the experimental analysis. Both components accounts for about
10 % of the measured signal which is in perfect accordance with the simulation.
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One component could not be explained by the DFT simulation which is found at sig-
nificantly lower kinetic energies. In the fitting procedure this component is found at
𝛥𝐸𝜋→𝜋∗ = −4.51 eV relative to component A with a FWHM of 1.7 eV an asymmetry of
𝛼 = 0.07, and an amount of 7% of the complete signal. This satellite peak is associated
with a 𝜋 → 𝜋∗-transition which is common in organic adsorbate XPS [175, 176]. In several
studies the HOMO/LUMO gap of freestanding caffeine is found to be in the range of
3.37 eV to 3.93 eV [30, 177, 178]. Additionally, the adsorption of a molecule on a metal
surface influences and broadens its orbitals by direct coupling to the electronic states of
the substrate and also electronic coupling of different molecular states through the surface
which could increase the measured gap [179, 180]. Moreover, in cocrystallization like the
caffeine−glutaric acid cocrystals the HOMO-LUMO gap increases to ∼5.1 eV [181]. Since
the measured excited state is relatively broad and was found at 𝛥𝐸𝜋→𝜋∗ = −4.51 eV lower
kinetic energy than component A, it could be a superposition of the mentioned effects.

High-resolution N 1s spectrum

The analysis of the N 1s orbital is equivalent to the C 1s. To account for lower beam
intensities at higher photon energies the spectrum is obtained with a step width of 0.123 eV
and the pass energy of the spectrometer is set to 11.71 eV.

The N 1s signal recorded at a photon energy of ℎ𝜈 = 500 eV is displayed in figure 6.18.
The spectrum consists of four components, corresponding to the four nitrogen atoms of the
molecule. Each component amounts to ∼25% of the signal area, with a FWHM of ∼1.4 eV,
and an asymmetry factor of 𝛼 ∼ 0.02. The N9-component is found at a kinetic energy
of 97.33 eV, while N1, N3, and N7 are shifted by 𝛥𝐸N1 = −1.21 eV, 𝛥𝐸N3 = −1.89 eV,
and 𝛥𝐸N7 = −2.26 eV towards lower binding energies, respectively. The details are shown
in table 6.4. In comparison to gas-phase caffeine, the FWHM values are increased as
expected [182]. The comparison of the experimental data to the simulation shows a well
reproduced line shape and overall good agreement.

The energy difference between the simulated components N1, N3, and N7 is smaller than
the measured experimental difference between those components. The signals of N1 and
N7 are separated by 0.60 eV in the simulated data and by 1.05 eV in the experiment. This
could explain the increased width of component B in the C 1s signal since the C4 and C8
atoms are bonded with the N3/N9 and N7/N9 atoms, respectively. Moreover, no further
exited state is detectable in the N 1s signal which might be attributed to the overall
decreased intensity.
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Figure 6.18: N 1s core-level XPS of caffeine on Au(111) recorded at a photon energy of
ℎ𝜈 = 500 eV and at an emission angle of 𝛩 = 0°. The simulated XP spectrum of the caffeine
monolayer is shown in the bottom panel.

Table 6.4: Energies of the N 1s signal components of the XPS experiment in comparison
with the averaged adsorbate simulation results. The reference energy of the simulation is the
vacuum level, 4.50 eV above the Fermi level. Deviations in relative kinetic energy may be due
to rounding errors.

Experiment Simulation
Orbital Component kin. energy / eV area / % FWHM / eV 𝛼 rel. kin. energy / eV Atoms

N 1s N9 97.33 26 1.42 0.02 -382.05 N9
ℎ𝜈 = 500 eV N1 -1.21 25 1.41 0.02 -1.41 N1

N3 -1.89 25 1.41 0.02 -1.62 N3
N7 -2.26 24 1.41 0.02 -2.01 N7
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High-resolution O 1s spectrum

Additionally, the oxygen O 1s signal is recorded at a photon energy of ℎ𝜈 = 650 eV, as
shown in figure 6.19. The spectrum is obtained with a step width of 0.123 eV and the pass
energy of the spectrometer is set to 11.71 eV.

Figure 6.19: O 1s core-level XPS of caffeine on Au(111) recorded at a photon energy of
ℎ𝜈 = 650 eV and at an emission angle of 𝛩 = 0°. The bottom panel shows the simulated XP
spectrum of the caffeine monolayer.

The individual signals of the two oxygen atoms could not be resolved separately in the
spectrum, so that only one component is observed. This component is located at a
kinetic energy of 𝐸kin = 114.44 eV with 𝛥𝐸 = 1.8 eV FWHM, and an asymmetry factor
of 𝛼 = 0.08. The details are shown in tabular 6.5. Moreover, the energy difference
between the two calculated components in the simulation is small with 𝛥𝐸O11 = −0.08 eV
and therefore is not expected to be resolved in the experiment. Moreover, no effect
of different bonding environments, such as hydrogen bonds or Watson-Crick bonds is
visible [183, 184].
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Table 6.5: Energies of the O 1s signal components of the XPS experiment in comparison
with the averaged adsorbate simulation results. The reference energy of the simulation is the
vacuum level, which itself is 4.50 eV above the Fermi level. Deviations in relative kinetic energy
may be due to rounding errors.

Experiment Simulation
Orbital Component kin. energy / eV relative kin. energy / eV mean core-level / eV Atoms

O 1s 114.44 — -511.25 O13
ℎ𝜈 = 650 eV — -0.08 -511.33 O11

Concluding, that the XP spectra of adsorbed caffeine agree well with previous XPS results
of caffeine molecules in the gas phase from Plekan et al. [171], and with the calculated
molecular core-level energies of the DFT simulation. Accordingly, the XPS analysis shows
that a physisorbed caffeine layer is present on Au(111) without covalent bonding to the
substrate. This result is also indicated by the previous STM and LEED experiments.

The experimental XPS analysis shown cannot distinguish between different molecular unit
cells and thus could not prove or disprove the three-molecular unit cell. However, STM,
LEED and DFT, show strong evidence for a three-molecular unit cell at room temperature
in a heterochiral arrangement. To further investigate the caffeine formation on Au(111)
an additional structural investigation at low temperature is performed in the next chapter.
There, the analysis of the dense monolayer is reproduced. Furthermore, the focus is on
the investigation of submonolayer coverage and chiral structures of caffeine.
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Chapter

Low temperature measurements 7
The group around PD. Dr. Daniel E. Bürgler and Dr. Frank Matthes at the Peter
Grünberg Institute for Electronic Properties (PGI-6) located at the Jülich Research Centre
gratefully provided measurement time at their nano-spinelectronic cluster tool (NSCT).
The experimental setup is shown in section 4.2.3 and it is equipped with a low temperature
STM from Omicron. Therefore, in this chapter the caffeine formation on gold is investigated
at a different thermodynamic state at 4 K and with a potentially better resolution.

In order to conduct the analysis, this chapter is divided into two parts. First the preparation
of the dense caffeine monolayer formation is reproduced and checked with LEED and STM.
This data is compared with the room temperature results to ensure a reproducible sample
preparation. The resolution improved significantly and intra-molecular features become
visible in the STM measurements and are discussed in that section. At low temperatures
the STM investigation of submonolayer coverage is feasible due to less interaction between
the tip and the adsorbate molecules. Therefore, results of these measurements are presented
in the second part 7.2. Moreover, formations of small locally chiral alignments of caffeine
molecules are found and presented there.

7.1 Dense monolayer formation

With the support from Dr. Frank Matthes the preparation of a Au(111) crystal and the
caffeine molecule evaporation is reproduced at the NSCT. The preparation parameters are
near to identical to the ones shown in chapter 5 and used at the TU Dortmund University
facilities.

7.1.1 Sample preparation

The generously provided Au(111) crystal is cleaned with repeated cycles of Ar+ sputtering
with a kinetic energy of Ekin = 800 eV and at an incidence angle of 𝛩 = 45°, followed by
annealing at 𝑇 ∼ 700 °C. The annealing period is extended to 70 min and the successful
preparation of the Au(111) crystal is documented by the LEED image in figure 7.1 (a)
at an kinetic electron energy of 50 eV. In addition, STM measurements of the clean
surface have been presented in chapter 5.1 in figure 5.3, which also show the successful
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preparation. For the caffeine deposition an evaporator is provided and the caffeine powder
is carefully degassed at ∼ 70 °C. The evaporation is performed in the molecular deposition
chamber with an filament current of 0.15 A which corresponds to a measured temperature
of 𝑇 ∼ 100 °C. The background pressure in the molecular deposition chamber raised
from 1 × 10−9 mbar to 1 × 10−6 mbar prior to the deposition step. Sample preparation is
performed like described in chapter 5.2 and a full monolayer coverage is achieved with a
deposition time of ∼ 120 s. For smaller coverage shorter deposition times are used. After
deposition, the samples are annealed at ∼ 80 °C for 10 min to increase the mobility for an
assembly process.

(a) Ekin = 50 eV - Pristine Au(111) (b) Ekin = 15 eV - Caffeine/Au(111)

Figure 7.1: Measured LEED pattern at the NSCT. (a) shows the clean substrate Au(111)
crystal and (b) shows the successfully prepared caffeine monolayer film on the gold substrate.

In figure 7.2 (a) a large scale STM image at 4 K is shown. It shows two domains of dense
monolayer caffeine molecules on a single Au(111) terrace and their domain border. This
measurement is comparable to a measurement at room temperature shown in figure 6.5,
which also reveals a domain border on a terrace. Again, the two mirrored domains are
separated by a non-straight line and defects are present near the domain border. The
domain border is indicated by a semi-transparent white line and the individual domains
are marked with circles of a fine hexagonal net in white and black, respectively. The FFT
corresponding to figure 7.2 (a) is shown in figure 7.2 (b). It displays the expected twelve
molecular spots for both domains present. The bases are indicated with a individual
rhombus in the corresponding color of the marked domains in figure 7.2 (a), white and
black. The line-shaped Fourier pattern of the underlying ’herringbone’ reconstruction
can also be seen in the center of figure 7.2 (b), showing the well-reconstructed Au(111)
substrate.
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(a) LT STM - two domains of caffeine/Au(111) (b) FFT of 7.2 (a)

Figure 7.2: (a) STM image of caffeine monolayer on Au(111) taken at 4 K. Both mirrored
domains are present and separated by a semi-transparent white line. (80 × 80 nm, 100 pA,
−0.3 V). (b) Fast-Fourier Transform of (a) with 12 spots visible of the molecular film. In the
center the Fourier-pattern of the underlying ’herringbone’-reconstruction is visible.

Both domains are also evenly distributed over the sample surface in the low temperature
measurements. The mean nearest neighbor distance of the dense monolayer film across the
low temperature measurements is estimated to be 𝑎 = (8.3 ± 0.4) Å. This value is in good
agreement with the estimates of the room temperature measurements of (8.6 ± 0.3) Å and
(8.7 ± 0.9) Å presented previously for LEED and STM, respectively. A decrease in the
gold lattice constant in the order of 0.5% is expected when cooling from room temperature
to low temperature [185]. Therefore, the monolayer formation of the caffeine molecules is
well reproduced at low temperatures compared to the room temperature data shown in
chapter 6.

7.1.2 Intra-molecule resolution

The use of LT-STM at lower temperatures, also allows to resolve the intra-molecular
structures of caffeine molecules in STM-measurements. In the RT-STM measurements,
round, bulb like shapes of individual caffeine molecules were found as shown in chapter 6.2.1.
In contrast, a triangular shape is observed with LT-STM. In figure 7.2 (a) the triangular
shape can only be presumed, but is more clearly visible in figure 7.3 (a). The triangular
shape reproduces the electron density of the three methyl groups of the caffeine (1,3,7-
trimethylxanthine) molecule as shown in figure 6.16. This is also consistent with previous
STM studies of caffeine molecules on copper and theophylline on Au(111) [186, 187].
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(a) (b)

Figure 7.3: (a) STM image of one domain of caffeine monolayer on Au(111) taken at 4 K. Six
triangles marking individual caffeine molecules are indicated as a possible unit cell as proposed
for the room temperature structure. (5 × 5 nm, 50 pA, −1.0 V). (b) Fast-Fourier Transform of
(a) to which a weak Gaussian filter is applied. The figure shows the hexagonal pattern of the
molecular film. The simulated pattern of the three-molecule unit cell is shown in orange on the
left side.

Figure 7.3 (a) shows a high-resolution STM image of the caffeine film at low temperatures.
Individual caffeine molecules are visible in a triangular shape. The triangles associated
with individual molecules have different side length, which might be used to determine
the orientation or chirality of each molecule. Moreover, small circular protrusions are
present at the triangle apexes of some caffeine molecules. Possibly, they indicate the
methyl groups of a caffeine molecule and they move slightly, as the form of individual
molecules differ from each other. The triangular shape is indicated via six triangles aligned
in the three-molecular unit cell structure previously proposed for the dense monolayer (see
figure 6.11). Black and white triangles indicate a possibly different prochiral alignment
of individual molecules. The side lengths of the individual molecules are different and
often distorted in addition to the moving methyl groups. Therefore, the assignment of
individual molecules to a certain orientation or chirality is somewhat speculative. Moreover,
deviations of the caffeine triangular alignment in comparison to the proposed unit cell
structure are present in the STM measurement in figure 7.3 (a). These deviations could
come from non-equilibrium effects due to a fast cooling process or defects in the local
structure. The cooling process was not investigated further, since the STM is cooled first
and then the sample is inserted. Therefore, this process was not experimentally accessible.
As shown earlier (6.10), the differences in interaction energy between different orientations
are small, so local variations due to imperfect preparation are possible.
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7.1 Dense monolayer formation

Figure 7.3 (b) shows an enlarged FFT of figure 7.3 (a). The image is scaled up by linear
interpolation to increase the number of pixels, and then a light Gaussian filter is applied to
flatten the pixel transitions. In addition, the kinetic diffraction simulation pattern for one
domain is shown in orange on the left side. The hexagonal spots of the nearest neighbors
are well reproduced. There is more fine structure in the center of the Fourier pattern,
possibly there is agreement with the simulated hexagonal diffraction pattern, but not
necessarily. Moreover, the result of the kinetic diffraction simulation show that the spot
intensity of the inner ring should be very low compared to the nearest neighbor spots [148].
In addition, some molecules are rotated differently than expected, so these defects cause
noise that also reduces the intensity of the higher order FFT spots. And some distortion
is present, which also might influence the FFT pattern. It should be noted, that this FFT
image is produced near the resolution limit, which may cause some defects due to binning
errors.

This suggests that the proposed three molecular unit cell may be consistent with the low
temperature STM data. However, there is no strong experimental evidence for or against
this hypothesis because local effects dominate the orientation of the caffeine molecules
in the dense monolayer. Moreover, a dense packing order without a distinct unit cell
is possible, such as a glassy state or plastic crystal, which are found in form I caffeine
crystals [188]. Due to the low temperature, the mobility of the adsorbed molecules is
decreased, hence it is possible that the thermodynamic equilibrium is not achieved. A
longer annealing step of the deposited caffeine molecules at a more precisely defined
transition temperature could increase the order in the dense monolayer formation. Due
to time constraints at the facility, this effect could not be investigated, and the room
temperature resolution is not sufficient to investigate this.

7.1.3 Tunneling dependencies

The successful reproduction of the results of the room temperature measurements allowed
a detailed analysis of the monolayer film and intra-molecular features. To further utilize
the better resolution of the LT-STM and the enhanced stability of the caffeine molecules on
the gold surface, a structured analysis of the tunnel parameters is performed in this section.
The analysis also helps to minimize the risk of changing tunnel conditions. Moreover, the
structure of the molecules in the STM depends on the tunnel parameters [189].

Hence, the caffeine monolayer is investigated at different bias voltages. At first, the
application of inverted bias voltage of −1 V and 1 V with a tunnel current setpoint of
100 pA is shown in figure 7.4. The application of −1 V in figure 7.4 (a) exhibits more
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(a) -1 V (b) +1 V

Figure 7.4: Representation of inverting the applied tunnel voltage from (a) −1 V to (b) +1 V.
The current setpoint is 100 pA and each measurement has a size of 4×4 nm2.

substructure of the molecules and an overall noise reduction in comparison with the
measurement at +1 V on the right 7.4 (b). This was common throughout the measurements
that negative voltages obtained clearer images dependent on the tip condition.

Since a negative bias voltage results in STM images with molecule substructure, a mea-
surement series of different setpoints for the tunneling current is performed and is shown
in figure 7.5. To limit the interaction between the molecules and the tunnel tip, the
maximum current setpoint is set to 100 pA. The overall shape of the molecules remains
the same throughout the series in figure 7.5 - the described triangular shape with detailed
protrusions on each corner. This is an indication that the tunneling orbital did not change
substantially and that the images in this series are comparable upon further analysis. For
very low current setpoints in the range of 10 pA to 30 pA, the images are relatively blurry
and therefore are not suitable as a standard set of measurement parameters. For higher
current setpoints e.g. 80 pA to 100 pA the noise level increases and defects occur in form
of horizontal lines. The range of 40 pA to 70 pA at a bias voltage of −1.0 V shows good
results in terms of contrast and noise level present in the STM images.

To quantitatively compare the image quality as a function of tunnel current setpoint
the root mean squared roughness (RMS) was calculated with the gwyddion software
package [103] and the results are shown in figure 7.6. The RMS is defined as:

𝑅𝑀𝑆 = √ 1
𝑁

𝑁
∑
𝑛=1

(𝑧𝑛 − ̄𝑧)2 (7.1)
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(a) 10 pA (b) 20 pA (c) 30 pA (d) 40 pA (e) 50 pA

(f) 60 pA (g) 70 pA (h) 80 pA (i) 90 pA (j) 100 pA

Figure 7.5: STM images in a measurement series obtained at one sample position with
different current setpoints at a bias voltage of 𝑈gap = −1.0 V. Image size of each measurement
is 5 × 5 nm2.

with 𝑁 as the total number of measurement points - in this case 512 × 512 - and 𝑛 as
the index of each individual data point. The z-value or height of each pixel is 𝑧𝑛 and the
mean height is noted as ̄𝑧. Therefore, the RMS literally describes the root mean square
roughness of each STM measurement and is thus an indication of the standard variation
of the heights in each STM image. As all filters would impact the roughness, the RMS is
calculated for the raw unprocessed data [190].

Figure 7.6 shows the roughness as a function of the current setpoint of the STM. For each
current setpoint, one upward and one downward image are recorded with one forward
and one backward image, therefore four roughness values are calculated for each current
setpoint, one for each stored image. For 50 pA, two full images were recorded, therefore 8
roughness values are depicted. The experimental uncertainty for the RMS in this series
is approximately of the order of 1 pm. Overall a near linear increase of roughness in
the range of 10 pA to 100 pA is visible in figure 7.6. As described earlier at low current
setpoints the contrast is low which makes the measurements look blurry and decreases the
roughness. Therefore, an increase in roughness corresponds with an increase in contrast in
a specific range. Additionally, high roughness could indicate higher noise, as seen in the
range of 80 pA to 100 pA. This increase of noise could also be the result of a slight change
of the tunneling condition, as a decrease in roughness from 70 pA to 80 pA is visible. The
probability of changes in tip condition is increased at higher current setpoints due to
the increased interaction. As a simple explanation, formula 3.9 approximately describes
the tunnel current and shows that the tunnel current is exponentially dependent on the
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Figure 7.6: Root mean squared surface roughness (RMS) of the measurements series in
figure 7.5 as a function of current setpoint at a bias voltage of 𝑈gap = −1.0 V.

tip-sample distance. Therefore, an increase of the current setpoint decreases the tip-sample
distance which leads to more interaction and a bigger overlap of the involved orbitals.
Here a smaller tunnel distance also leads to a better resolution which could be caused
by a more localized tip orbital [154]. To account for these effects and achieve a stable
measurement with sufficient resolution, the current setpoint is set to 50 pA in order to
decrease the interaction between the molecules and the tip.

In a next step, the effect of different bias voltages for this constant setpoint current is
studied. Therefore, a voltage dependent measurement series is shown in figure 7.7. Overall,
the shape of the caffeine molecules visible in the voltage dependent images is similar to the
current dependent series in figure 7.5. A slight change in resolution is visible from −0.3 V
to +0.5 V and a drastic change occurs from +2 V to +3 V which resulted in the loss of
inter molecular resolution. Therefore, this series shows the difficulty of obtaining clear
and stable measurements while changing the bias voltage. At a bias voltage of −1.5 V the
molecules appear smaller and the gaps between them are deeper in comparison to the
measurement at a bias voltage of −0.3 V. Additionally, in the range of −0.7 V to −0.3 V
more details inside the molecules become visible and the outer protrusions appear larger.
The switch towards positive bias voltage resulted in a drastic change of resolution which
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(a) −1.5 V (b) −1.2 V (c) −1.0 V (d) −0.9 V (e) −0.8 V

(f) −0.7 V (g) −0.6 V (h) −0.5 V (i) −0.4 V (j) −0.3 V

(k) +0.5 V (l) +1.0 V (m) +1.5 V (n) +2.0 V (o) +3.0 V

Figure 7.7: Measurement series of STM images at one sample position with increasing bias
voltage 𝑈gap, as indicated, at a current setpoint of 𝐼tunnel = 50 pA. Each measurement has
a size of 5 × 5 nm2. The resolution changes depending on the bias voltage. A bias voltage
inversion resulted in a resolution change from 7.7 (j) to 7.7 (k). The tip condition from 7.7 (n)
to 7.7 (o) changed and the intermolecular resolution was lost.

further changed form +2.0 V to 3.0 V. To compare the images quantitatively the RMS is
calculated as before and the results are shown in figure 7.8.

A parabolic increase of the RMS roughness is detectable for negative bias voltages in
figure 7.8. This is in accordance to the observed increase in details for smaller absolute
bias voltages. For positive bias voltages the roughness decreases slightly due to the change
of the tunnel orbital but the overall level of visible molecule substructures decreases
significantly. The change of the tunnel orbital is not necessarily a consequence of the
change in polarity as shown in figure 7.4 where the shape of the caffeine molecules remain
nearly the same while changing the bias polarity. Nevertheless, in the case shown in
figure 7.7 the change was caused by the polarity inversion. This happened frequently, so
the risk of changing the tip condition when changing polarity is increased, and therefore a
complete voltage-dependent measurement series at a stable tunnel condition could not be
obtained.
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Figure 7.8: Root mean squared surface roughness (RMS) as a function of applied bias voltage
at a current setpoint of 50 pA.

Furthermore, this shows the limited expressiveness of the RMS as only a small decrease
in roughness from a bias voltage of 0.5 V in comparison to −0.3 V is observed but the
visible details decreased significantly. Additionally, the huge decrease in roughness from
2.0 V towards 3.0 V shows that the roughness is no sufficient argument to characterize
substructures of molecules in STM measurements which is further discussed by Nečas et
al. [190] Therefore, the RMS is not an indicator of image quality or resolution, it could
only compare images in one series with little variance and no change of the tunnel orbital.
Nevertheless, in this limited field of application the RMS is a simple quantification which
shows a strong dependence on the varied current setpoint and applied bias voltage in the
range of 10 pA to 100 pA and −1.5 V to −0.3 V.

In summary the caffeine molecular monolayer is measurable in both bias polarities. The
correlation of substructure resolution STM images and negative biases is shown in this
measurement series. Moreover, bias gaps over 𝛥𝑈gap = 1.5 V increase the risk of changing
the tip condition and thus a change in resolution. Polarity inversion might also affect the
resolution, which can leads to an extended period of tip conditioning with voltage pulses
or intended sample crashes to regain the resolution [154]. For further measurements a
standard bias voltage of −1.0 V at a current setpoint of 50 pA is chosen.
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7.2 Submonolayer formation of caffeine molecules

7.2 Submonolayer formation of caffeine molecules

In this section, the focus is on the analysis of coverage below a full dense monolayer of
caffeine molecules. Analyzing these coverage is possible due to the decreased molecule
mobility at low temperatures. Starting with a comparison of different coverage, followed
by a study of distinct caffeine molecule assemblies.

7.2.1 Coverage dependence

Here, the coverage dependence of the caffeine molecule formation on a Au(111) surface is
investigated in the sub-monolayer regime with several prepared samples. In order to lower
the density of caffeine molecules on the surface the sample preparation scheme stayed
the same with reduced deposition time. After deposition, the samples are also annealed
at ∼ 80 °C for 10 min to increase the mobility for an assembly process. The coverage is
estimated via the height distribution of large scale STM images.

(a) ∼ 0.15 ML (b) ∼ 0.25 ML (c) ∼ 0.65 ML (d) ∼ 0.80 ML

Figure 7.9: Coverage dependence of the formation of caffeine molecules on Au(111) measured
at 4 K. Increasing coverage from (a) to (d). Small islands evolve towards larger networks.
(50 pA, −1 V).

In figure 7.9 four samples at different coverage measured at 4 K are shown in an increasing
order. In figure 7.9 (a) it is visible that the molecules start to adsorb at the reactive
’herringbone elbow sides’ at a coverage of ∼ 0.15 ML. Furthermore, small assemblies of
caffeine molecules evolve which are studied in more detail in section 7.2.2. At a coverage
of ∼ 0.25 ML shown in figure 7.9 (b) the caffeine assemblies are larger but not as ordered
as at ∼ 0.15 ML coverage. This could be an effect of the imperfectly reconstructed gold
substrate for this sample, as the visible domain borders of the substrate are not aligned in
the usual ’herringbone’ structure in figure 7.9 (b). At higher caffeine coverage of ∼ 0.65 ML,
as shown in figure 7.9 (c), assemblies similar to amorphous networks occur, with some areas
comparable to the dense monolayer formation. Moreover, gaps are present between them,
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which show the underlying gold substrate. Likewise for a higher coverage of ∼ 0.80 ML as
shown in figure 7.9 (d). There, the gaps become smaller with increasing coverage, but the
overall amorphous network shape remains.

Comparing the coverage dependency of caffeine molecules on Au(111) measured at room
temperature and at 4 K, the following points are observed. A line shape ordering at the
substrate step edges for low coverage of about 0.3 ML, as found at room temperature in
the section 6.1, was not reproduced for low temperatures. Noting that, these lines were
found for a sample that was not annealed after deposition, which was not studied at low
temperature. Annealed samples with low coverage at room temperature did not yield
accessible STM measurements, and were therefore not investigated further.

The coverage just below the full monolayer at low temperature has similarities to the not
annealed formation of about 1.3 ML at room temperature. For the annealed monolayer
samples measured at room temperature, also some amorphous networks were found for the
samples at ∼ 60 °C and ∼ 70 °C shown in figure 6.2 (a) and 6.2 (b). These have similarities
with the assemblies measured at low temperature in the range of 0.25 ML to 0.65 ML,
shown in figure 7.9 (b) and 7.9 (c). These measurements are not truly comparable because
the assemblies studied at room temperature are most likely assemblies in the second layer
as more caffeine was deposited there.

Concluding, that at low temperature and low coverage distinct islands with some form of
order evolve towards larger amorphous networks which than become a dense monolayer
formation in two mirrored domains. The comparison of the low and room temperature data
is imperfect as submonolayer coverage is not easily accessible with RT-STM. Nevertheless,
some similarities in form of amorphous networks are found. The next section focuses on
the distinct caffeine island which assemble at low coverage and are only accessible with
low temperature STM.

7.2.2 Supramolecular assemblies

Several distinct assemblies of caffeine molecules in submolecular coverage are found.
Especially, for the 0.15 ML and 0.25 ML coverage samples a variety of assemblies is present.
Presumably, a higher coverage forces the molecules in a dense package, which is very stable
also for the room temperature samples. This is observed for the samples with 0.65 ML
and 0.80 ML coverage. Furthermore, chiral behavior is found for some of the assemblies at
low coverage, which are discussed in section 7.2.3.
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Triangular caffeine assemblies

As shown in figure 7.3 (a), individual caffeine molecule appear in a triangular shape in the
STM images. Moreover, not only individual molecules are observed as triangles, but the
arrangement in larger triangles is also preferred. Figure 7.10 shows several STM images
of different triangular caffeine arrangements. The top row with figure 7.10 (a) to 7.10 (c)
shows constant current STM images of these caffeine assemblies. And the bottom row
with figure 7.10 (d) to 7.10 (f) shows constant height STM measurements. Measurements
of supramolecular assemblies in constant height mode show more details in the internal
structure of the assembly. Therefore, these measurements are preferred when they are
accessible.

(a) (b) (c)

(d) (e) (f)

Figure 7.10: STM images of different triangular caffeine arrangements. Two main motifs
are found. A small triangle containing three molecules and a larger triangle containing six
molecules. (a) - (c) Constant current mode (50 pA, −1 V). (d) - (f) Constant height mode
(−1 V).

There are two main motifs in the measurements of supramolecular assemblies. A small
triangular unit with three molecules and a larger triangle with six molecules. These
triangular building blocks appear in the measurements as self-contained units with small
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gap lines between them. In the constant height images, the separation between contained
triangle blocks is more visible. It is possible that the molecules form a supramolecular
orbital, making them more electronically stable and visible in theSTM measurements [191].
Another possibility is, that the caffeine molecules align with the substrate at mirror
twin boundaries, which forces the units one substrate lattice spacing away from each
other [153, 192].

(a) (b) FFT of 7.11 (a)

Figure 7.11: (a) Constant height STM image of triangular assemblies of caffeine molecules
on Au(111) at (−1 V). A model of a three molecule triangle and a six molecule triangle are
displayed. (b) The FFT of (a) revealing twelve weak spots which are attributed to the nearest
neighbor molecules.

To examine the constant height measurement in figure 7.10 (e) in more details, it is
reproduced in larger in figure 7.11 (a). There are four larger triangles containing six
molecules each and two smaller triangles containing three molecules each. The three
molecule triangle is oriented in the way that one apex of each caffeine molecular triangle is
also the apex of the larger three-molecule triangle. This induces a triangular shaped hole
in the center of this unit. A model of this triangle is shown on the left side of figure 7.11 (a).
Individual caffeine molecules are represented by a blue triangle.

For the larger six molecule triangle, a row of three caffeine molecules is attached to the
side of a three molecule triangle containing its alignment. Therefore, the apexes of the
six molecule block consist of individual caffeine molecules with an apex pointing outward.
Thus, there are three caffeine molecules in the middle pointing to the center. This inward
pointing triangular alignment is characteristic for this building block, which appears darker
in the constant height images and therefore is more visible. A model of this triangle is
shown on the top of figure 7.11 (a). Figure 7.11 (b) shows the FFT of figure 7.11 (a), which
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reveals twelve weak spots. These spots are attributed to the nearest neighbor molecules
and are very similar to the before found pattern for the two mirrored domains of the dense
monolayer. This strengthens the hypothesis that the separation of the larger triangles
could be induced by the substrate. Such mirror twin grain boundaries are i.e. common for
molybdenum dichalcogenides [193].

Twelve molecular assembly

Another distinct assembly of caffeine molecules is found for the 0.15 ML coverage. In
order to document this, figure 7.12 shows a zoom series of STM measurements at 0.15 ML
coverage. Figure 7.12 (a) shows a large scale overview image, revealing single molecules
adsorbed at the ’herringbone’ elbow sites, as well as many small caffeine assemblies
distributed throughout the sample. The next measurement in figure 7.12 (b) shows that
theses assemblies have similar shapes and are not necessarily aligned or attached to
the substrate elbows. Furthermore, the shape of these assemblies is shown in large in
figure 7.12 (c). There, a formation of twelve caffeine molecules can be seen, which at
first glance resembles the triangular shapes in the last section with an additional row of
molecules. However, one caffeine molecule is missing from each of the tips of the triangle,
reducing the number of molecules to twelve from the expected fifteen. In addition, the
alignment of the molecules appears to create a hole in the center while maintaining the
total number of molecules. This twelve molecule structure appears to be particularly
stable, since it is very common at this coverage.

(a) (b) (c)

Figure 7.12: STM measurements at a caffeine coverage of 0.15 ML with several distinct
assemblies of twelve caffeine molecules in a similar fashion. (a) overview image in a size of
200 × 200 nm. (b) Zoom of (a) in a size of 50 × 50 nm. (c) Close up of one twelve molecular
assembly in a size of 5 × 5 nm. (50 pA, −1 V for all)
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To investigate this further, the twelve molecule arrangement is measured in three different
measurement modes, shown in figure 7.13. Figure 7.13 (a) shows the height differences
measured in constant current mode. There, the shape of individual caffeine molecules
is not sufficiently resolved, but the domain boundaries of the gold substrate are visible.
Figure 7.13 (b) shows changes of the tunnel current in constant height mode with negative
bias voltage of 𝑈 = −1 V. And figure 7.13 (c) depicts the constant height mode with a
positive applied bias voltage of 𝑈 = 1 V. Therefore, the colormap of 7.13 (b) is inverted in
comparison to 7.13 (c) as it represents the current that is inverted due to polarity inversion.
In the constant height measurements, the triangular shape of individual caffeine molecules
is more evident and the alignment is better resolved.

(a) (b) (c)

Figure 7.13: Close up of two twelve molecular assemblies measured at three measuring
condition. (a) Constant current mode (50 pA, −1 V). (b) Constant height mode (−1 V). (c)
Constant height mode, (1 V).

In both assemblies, there is an additional molecule adjacent to one apex of the twelve
molecular unit that is not properly aligned within the unit. This suggests that the
alignment of an additional caffeine molecule at these corners is energetically unfavorable.
In addition, larger defined triangular shaped assemblies are not found on the surface.
In comparison, this particular twelve molecular assembly occurred relativity frequently.
The FFT of these assemblies revealed only six broad spots indicating a hexagonal order.
Hence, no additional information about the domain crystallization is obtained with these
measurements. Concluding that three different arrangements of caffeine molecules on
Au(111) can be identified. In the next section, a superposition of these structures is shown,
which can produce a chiral arrangement on the sample surface.
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7.2.3 Handed ’propeller’ assemblies

Larger superstructures can be formed with the triangular supramolecular arrangements of
caffeine molecules described previously. An example is the here called ’propeller’ formation,
which is a superposition of the small three molecule triangular arrangements and is shown
in figure 7.14. The formation is called ’propeller’ because six three-molecular triangles are
aligned in such a way that they form a star-shaped hole. This star-shaped hole has arms
that are all bent in one direction, creating a resemblance to the helical blades of a screw

(a) left handed ’propeller’ (b) right handed ’propeller’

(c) FFT of 7.14 (a) (d) FFT of 7.14 (b)

Figure 7.14: Constant height STM images of chiral superstructes of caffeine molecule assemblies
on Au(111). (a) Two left handed ’propeller’ alignments are present. The chiral character is
indicated with a orange ’propeller’. (10 × 10 nm, 1 V). (b) Four right handed ’propeller’
alignments. An indicator is depicted in blue. (10 × 10 nm, −1 V). (c) FFT of (a). (d) FFT of
(b). Both FFT images show the same hexagonal pattern oriented in the same directions.
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propeller commonly used for ships or airplanes [194]. A model of both variants is depicted
in figure 7.14, the left handed one in orange and the right handed one in blue.

The chiral behavior is induced by the order in which the three molecular triangles are
aligned. Taking two of these triangles and aligning them along one of their sides introduces
two possibilities to achieve a hexagonal order. One option is to go up half a molecule
length with the left triangle and the other option is to go down half a molecule length with
the left triangle. Both options are depicted, one in figure 7.14 (b) and one in figure 7.14 (a),
respectively. Below the measurements which reveal the two chiral ’propeller’ alignments,
their FFTs are shown in figure 7.14 (c) and 7.14 (d), respectively. Both FFTs show six spots
indicating a hexagonal order for both alignments. Furthermore, the direction of the spots
are comparable as both measurements are obtained from the same sample and no angular
rotation of the STM is applied in the measurement or post processing software. Both
patterns are congruent and the spots point in the same direction within the measurement
uncertainty. Therefore, the assembly of the chiral ’propellers’ is not a sign of the two
mirror domains.

Concluding, that the supramolecular assemblies of caffeine molecules on Au(111) induce
chiral superstructures. These structures occur at low coverage and are resolvable with a
LT-STM. At higher coverage, the caffeine molecules form a dense monolayer formation
and the hole induced by the chiral superstructure is filled. Presumably, the ’propeller’
structure grows in a single domain, since the FFTs in figure 7.14 (c) and 7.14 (d) reveal
only one hexagonal pattern. Therefore, the ’propeller’ formation should occur in both
mirrored domains, which was not measured here.

Comparing these results with previous studies of xanthine derivatives on Au(111), no
direct transfer of assemblies is found. A study of theobromine monolayers on Au(111) at
room temperature showed, that theobromine molecules are also prochiral. There, two
enantiomers are aligned in a zig-zag structure, which is explained by glide reflections [54].
Noting, that the formation of theobromine exhibit a rectangular unit cell in the monolayer
coverage and thus differs from the structures found here. Moreover, for theophylline
spontaneous chiral symmetry breaking was found between racemic monolayers. This was
observed with unichiral stripes between molecular domains [53]. As show above, the
domain borders between the found caffeine formations are not sharp on a single terrace
and no ordered transition phase was found in this work. Furthermore, the DFT simulation
shows that the caffeine film exhibits a ratio of 1:2 of its prochiral constituents. In addition,
the formation of core xanthine molecules on Au(111) revealed self-assembled homochiral
quintet networks, zickzag stripes, and sunflower structures consisting of di-pentamers
assemblies [157], which are also different from the triangular formations found here.

100



Chapter

Conclusion 8
In this work, a structural analysis of the caffeine formations on a Au(111) substrate was
performed using a combination of different surface sensitive tools and techniques. For this
purpose, the VT-STM chamber was extended by a new experimental table and equipped
with a new manipulator. Moreover, several minor upgrades were implemented to enable
and ensure stable and reproducible sample preparation. For the analysis of the caffeine
formations, the experimental results were divided into three main parts - the preparation,
the room temperature analysis and the low temperature study.

The preparation of a defined coverage of caffeine molecules on the Au(111) substrate was
studied in chapter 5. There, the molecular-beam epitaxy of caffeine molecules in UHV
was studied with a quartz crystal microbalance and a quadrupole mass spectrometer.
The preparation method found, was applied and successfully reproduced at several UHV
chambers located at different research facilities. Many thanks to the staff of DELTA and
the group of PD Dr. Daniel Bürgler and Dr. Frank Matthes for access to their experiments.
Moreover, the reproduction shows the robustness of the presented preparation method.

The main part of this work was the investigation of the dense monolayer formation
of caffeine molecules on Au(111) at room temperature, presented in chapter 6. The
experimental investigation was performed by STM, LEED, and XPS, complemented by a
DFT analysis, which was gratefully conducted by Andreas Jeindl and the group around
Prof. Dr. Oliver T. Hofmann. In this investigation two mirrored domains of a densely
packed monolayer film of caffeine molecules on Au(111) were found. The molecules form
a quasi-hexagonal structure with a nearest neighbor distance of (8.6 ± 0.3) Å and an
angle of (±11.0 ± 0.8)° towards the [1 ̄10]-Au-axis for each domain, respectively. This
quasi-hexagonal structure is observed in real space with STM and in reciprocal space with
LEED and can be described as a ( 10/3 2/3

8/3 10/3
)-structure or as (2/3

√
21 × 2/3

√
21)R±10.9°

with respect to an unreconstructed Au(111)-surface. The DFT simulation of a hypothetical
free-standing monolayer dismissed the hexagonal superstructure with only one molecule in
the unit cell. Therefore, a configuration of differently orientated molecules is energetically
favorable compared to a structure with all molecules aligned in the same orientation.
Taking this into account, the caffeine monolayer can be described as a ( 6 4

2 6 )- superlattice
or (2

√
7 × 2

√
7)R±19.1° with three caffeine molecules within a unit cell and a lattice

constant of 15.2 Å. This superstructure is the smallest commensurable surface structure on
the Au(111)-surface, which is in accordance with the experimental results. The ab-initio
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simulations led to a proposed geometrical structure of a three molecular unit cell, which
is shown in figure 6.11 and is in accordance with all experimental data. Moreover, the
optimized structure shows a mixture of both on-surface chiralities of caffeine molecules in
a ratio of 1:2 and vice versa for the mirrored domain. This indicates the importance of
the prochiral nature of caffeine in relation to structure formation.

An additional study of the formation of caffeine molecules on Au(111) was performed
at low temperature and is shown in chapter 7. There, the dense monolayer formation
was reproduced at the NSCT. A slightly smaller nearest neighbor distance was found for
the dense monolayer formation with 𝑎 = (8.3 ± 0.4) Å, which is within the uncertainty
estimate. In addition, a correlation was found between the applied bias voltage and
the RMS of the measured STM images, and as well for the current setpoint and the
RMS. The level of detail of the substructure of the caffeine molecules also depends on
the applied bias voltage and current setpoint. Stable tunneling conditions were found
in these measurements. Moreover, for the low temperature measurements the focus was
on the study of the caffeine submonolayer coverage. In this submonolayer coverage, the
caffeine molecules showed a strong tendency to form supramolecular assemblies. Three
macro molecular triangle formations were distinguished and are shown in section 7.2.2.
Furthermore, a chiral ’propeller’ motif build from three molecular triangle formations was
found. This ’propeller’ formation shows the ability of achiral molecules to form larger
chiral assemblies and underlines the importance of chirality.

The caffeine monolayer structure found here is in excellent accordance with previous studies
on different substrates. A hexagonal crystal structure was found in surface mediated
crystals on substrates like silicon, silver, or soda lime glass [21]. Similar results were found
for the layers of metastable hexagonal bulk crystals of caffeine discovered by Derollez
et al. [47]. In addition, disorder effects were predicted for form II caffeine crystals [195].
Moreover, the here found two preferred orientations of caffeine alignments show the
influence of the prochiral character of the achiral caffeine molecule on the monolayer
growth on Au(111). Therefore, the prochiral character might play a role in the formation
of surface mediated crystals on substrates like ionic crystals [23].

In conclusion, within this thesis the formation of caffeine molecules on a Au(111) surface
was investigated comprehensively. In a further investigation, the electronic structure
of the assemblies in the submonolayer regime could be studied with scanning tunneling
spectroscopy (STS). A study of tip-induced change in the assembly could yield interesting
results, as well as the change of the substrate. Moreover, the combination of caffeine
molecules with similar molecules like adenine, xanthine, or theobromine could form
cocrystals on the surface, which could be studied with a similar approach.
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