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Abstract

Due to the rise in experimental progress in several photonic facilities, theoretical
addressing the non-equilibrium behavior in driven-dissipative quantum systems
has triggered considerable interest in recent times. This thesis is devoted to
the analysis of dynamics of a dimerized spin chain model which is driven out-of-
equilibrium by the presence of a classical steady laser field. A particular study is
given on the spin-phonon coupling effect treated as weak-to-strong perturbations,
that the infrared-active phonon is driven by the laser. All systems in nature are
interacting with their surroundings and the effects of the environment have to
be approximated. To begin with, we employ the quantum Markovian master
equation, which follows the construction of the dissipation path to a phononic
bath for both phonon and spin sectors in the driven coupled spin-lattice system.

We approach this thesis by exploring how the non-equilibrium steady states
(NESS) are created, controlled, and preserved by the internal and external inter-
actions. This includes a detailed study of non-equilibrium dynamics of driven-
dissipative quantum magnetic materials. First, we prepare the tools, protocols,
and approximations needed to model a dimerized spin-1/2 chain as a chain of
non-interacting triplons. The spin-phonon coupling is treated by the theoretical
framework of the mean-field formalism. Second, we approximate the phononic
bath with constant damping for each sector to easily derive the master equations
of motion for the physical observables in the entire system. Third, we discuss the
validity of such approximative master equations by considering many physical de-
grees of freedom. These settings produce a large variety of interesting phenomena
and physical insights.

We firstly endeavor to thoroughly show that laser-driven infrared-active phonon



8 Abstract

and triplons reach a coherent steady-state. We present the numerical results
by implementing resonant and off-resonant levels for the driven phonon in the
triplon-band limit as well as in the weak-to-strong coupling regime. Adopting
useful arguments, we derive the analytic expressions for the average of observable
dynamics to compare them with the numerical data in the NESS; we find some
quantitative agreement. We look at different regimes of the driving frequency and
consider what properties they possess; while higher driving frequencies satisfy
the description of some aspects, very low ones can create unphysical states. The
advantage of the different regimes is that one can better understand the model.
To control and preserve the NESS, the region of applicability of all parameters
with various regimes is considered. Moreover, a preliminary detailed analysis
suggests that the energy flows in different parts of the system can secure a better
understanding of the driving, coupling, and damping effect.

We employ the same model and equations of motion to study the dynamics
in the strong coupling regime by investigating the spin system responses in and
around the triplon band to the driven phonon. We find that the stationary
state in the strong coupling regime leads to a giant resonant self-blocking effect
between the phonon and triplons. We introduce hybrid states representing the
frequency renormalization of both lattice and spin sectors over the strong couplings.
Understanding how the spin-phonon coupling to both leading and the next-nearest-
neighbor magnetic interactions with the same degrees of freedom responds to the
laser field is an intriguing problem. This problem will be approached in detail for
the sake of completeness.

To characterize the dimerization of the spin system in all spin-phonon coupling
scenarios, we measure the modulation of superexchange integral in the spin
sector by the vibration. Furthermore, we analyze the predictions of spin-band
renormalization and verify them by comparison with the pump-probe protocols.
These protocols also cover another phenomenon – the self-hybrid effect (static
effect) – in the presence of very weak probe driving fields. In the final part,
the applicability of results in possible materials in the experiment as well as the
possible extensions of the implementation are presented.
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1. Introduction

In this chapter, we introduce the 10 years old research field of driven-dissipative
quantum many-body systems, at the boundaries of quantum optics and condensed
matter physics. Section 1.1 simply motivates the reader with a few examples on
the changes in the states and phases of matter from equilibrium to non-equilibrium.
In Sec. 1.2, we will discuss the importance of non-equilibrium dynamics in recent
investments in different areas of science and engineering. A discussion on magnetic
quantum materials as the beloved materials in this thesis is included as well.
These, in turn, present the motivations to do this thesis going through the most
recent rapid theoretical and experimental developments. In Sec. 1.3, the challenge
and goal of the thesis will be presented. In Sec. 1.4, we will propose a few materials
that are emerging as proper magnetic quantum materials for the present thesis.
Finally, in Sec. 1.5, the outline of the thesis will be presented and several open
questions will be left for the next chapters.

1.1 Motivation
In many living organisms, the interaction between essentially independent agents
can lead to astonishingly stable and regular behavior on a larger scale, that
is, macroscopic regularity emerges from microscopic complexity. For instance,
the global economy emerges from individual customers and enterprises and it is
somehow hopeless to see how every single constituent behaves, but the behavior
of the whole set can be followed using effective laws arose from the complicated
interactions of the basic elements. Everything around us is composed of atoms
and molecules and the same procedure can be applied. Looking at the behavior of
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elements and the interaction between them individually is extremely complicated,
but we can easily study the formed macroscopic objects by them. Looking at
how the pieces that make up the material interact can teach us why the material
does what it does, and teach us about fundamental physics with materials as a
playground. So, we in this thesis intend to contribute to this puzzle in many-
body quantum systems via the fully-fledged theory called quantum mechanics [1,
2]. This theory contains fundamental principles which help to macroscopically
understand the outcome of microscopic processes in a system comprised of atoms
and molecules.

Many processes in our everyday life experience practically undergo state and/or
phase changes, i.e. internal or external interactions change their state and initial
phase. Of these processes, we can think of two blended liquids, shattered glass
on the floor, or a melted ice-cream in a warm room. Consider the ice-cream
example; when the ice is interacting with its surrounding, the initial temperature
difference between the ice and the environment approaches zero over time. If we
wait even longer, the cream can be evaporated. In this example, we notice that
the long-time behavior of the system to determine the final state/phase of the
system is more important than the intermediate time steps. In other words, the
rest/relaxation mood of things in a given setting is the main aim of microscopic
processes because things will never calm down microscopically. In more technical
terms, finding a macroscopically stationary state (a fully melted ice-cream, not
an ice-cream soup) for a non-equilibrium state at some point in time is the main
aim of recent developments in real applications.

One could simply think of the common part of the world – the Sun-Earth
system – in which the state of the Earth is always changing due to the position and
temperature of the Sun and finally, it is driven to a new state (whatever it could
be). Thus, the world is somehow a driven-system. We nowadays know that the
total entropy of the universe is continually increasing because of different types of
internal and external driving effects. This implies that there are many phenomena
in our life that undergo some changes in their equilibrium state and then achieve a
new state out-of-equilibrium. By these, it is natural to explore various phenomena
in many fields of science due to the changes in the states/phases. Thereby, in
addition to the relaxation process discussed before, external forces in practice may
affect the behavior of systems (dynamics) in a given setup.

1.2 Non-equilibrium phenomena
From the basic principles, particles interacting with each other produce collec-
tive phenomena that arise by realizing spectacular macroscopic quantum states.
Although the thermodynamic equilibrium assumption leads to the quantum statis-
tics describing the equilibrium states of particels, it does not allow to study of
the dynamics towards equilibration. For this reason, a microscopic modeling
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such as “driving” is proposed for dynamical balances. This could be realized
with the invention of the laser. The rapid technological progress of laser sources
in different areas of the industry, science, and engineering has opened up new
research directions on the dynamical properties of systems far from equilibrium [3,
4]. Non-equilibrium physics explores various questions and aims, such as the
analysis of unconventional dynamical behaviors in different contexts at any time
of our history, technological advances, and the discovery of new states of matter.

In this far-reaching subject, the underlying motivation and interpretation
behind the experimental observations in the nonlinear optics and laser spectroscopy
play crucial roles in successful theoretical research [5]. On the one hand, to
compensate for losses of particles and energy in a system when coupling to the
environment, driving through external forces establishes a dynamical balance
between driving forces and losses. This, in turn, realizes a non-equilibrium
stationary state at the end. On the other hand, recent progress in quantum
information science has attracted both experimental and theoretical researchers
to create/control/preserve the quantum states of many-body systems for various
applications [6–10]. Recent developments in time-resolved laser techniques [11,
12] has provided rich progress in controlling cold atoms [10, 13, 14] and many
condensed matter systems [15, 16], which our understanding of non-equilibrium
phenomena in quantum materials can be increased with. These advances, in turn,
opened new doors to explore novel ultrafast control of material phases in quantum
mechanics and statistical physics [15, 17, 18]. Of such phases one may mention
the hidden orders [19], time crystals [20, 21], metastable state [22], photoinduced
superconductivity [23, 24], and non-equilibrium topological phases [25, 26].

The natural systems to study the non-equilibrium phases of matter are the
driven-dissipative many-body systems [27], so-called open driven quantum systems.
Of the most famous open quantum systems are atomic, optical, and solid-state
systems with coherent external driving, dissipative dynamics, nonlinearity, and
different interactions [28–30]. Trapped ions [31], mesoscopic quantum circuits [32,
33], cold atoms [34, 35], arrays of coupled circuit quantum electrodynamic units [36],
and spin ensembles embedded into the microwave cavities [37, 38] are examples
of these open systems providing novel dynamical properties [39–42]. In general,
light-matter systems are the proper candidates for this realm due to unavoidably
coupling to a bath and subjecting to external drives [43–47]. It is well-known that
driving and dissipation may generate topological quantum states considering a
tailored bath [48] or time-periodic (Floquet) driving [49–51].

There are many ways to design a driven-system for different purposes [10], e.g.
lattice shaking [52–55] and Raman-laser-assisted tunneling [56, 57] are common
ways to realize systems with artificial gauge driving fields. Laser driving usually
affects a material by changing the Hamiltonian, commonly referred to as “Floquet
engineering” [58–66] and by creating excitation [67]. The latter may excite too
many phonon modes, leading to nonlinear phononics [68–70], and then to heating
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issues. In this situation, a regime inevitably comes up in which the time variation
of the system quantities cannot be relaxed and out-of-equilibrium behaviors
emerge. Additionally, the time-periodic external field is a central role in the study
of driving systems because periodically driven systems naturally arise in many
experimental setups, such as irradiated materials with electromagnetic waves or
when one looks at the mechanical responses to periodic deformations in a system.
However, one of the key concerns of non-equilibrium physics is the late-time
steady-state, coherent state, where the system observables no longer evolve in
time [71–73]. It is also worth noting that a weak laser driving and/or coupling to
one or several reservoirs [74–79] are well justified to have long coherence times.

It should be mentioned that there is no guarantee that a driven-dissipative
system will ever reach a time-independent state, so-called non-equilibrium steady
state (NESS), because the quantum features can be lost by dissipation. Thus, the
dissipative processes should also be engineered in such a way that they generate
quantum coherent states rather than suppressing them. Coupling many external
degrees of freedom to a quantum system leads to energy transfer, while the
interaction with the principle system leads to a process called decoherence, that
is, decay of the superposition states to a large environment, thus restricting
it to certain basis states. The loss of quantum features in the decoherence
process and ordinary damping in the form of relaxation are direct consequences
of a large environment which are ubiquitous in physical applications [80–82].
These phenomena are the subject of dissipative quantum mechanics to mimic and
explain the underlying dynamics of open quantum systems and related applications.
Understanding the precise nature of both the relaxation and decoherence effects
is important for a variety of applications.

In the past decade, various open quantum systems have become popular
to investigate non-equilibrium physical insights. The spin chain model as a
beloved toy model of magnetism is the protagonist of the present thesis due to
potential spin-based technologies in the future [83]. The first observation of the
non-equilibrium dynamics of magnetic systems can be dedicated to the discovery
of magnetic order reduction in laser-induced subpicosecond demagnetization of
ferromagnetic Ni [84]. This observation led to more discoveries: discovery of
ultrafast coherent control of spin waves [85], all-optical magnetic switching [86–88],
and ultrafast generation of ferromagnetic order [89]. Remarkably, nontrivial exact
analytic steady-state solutions of various many-body spin chain models have
been studied [90–97]. It is well-known that quantum spin chains propose various
interesting phenomena such as spin-Peierls transition [98], the appearance of the
Haldane gap [99–102], and high-temperature superconductivity [103, 104]. In the
past decade, the discovery of very large magnetic heat-conduction [105–107] and
long nuclear magnetic relaxation times [108] have also attracted researchers to
study the magnetic transport in quantum magnetic chains. Although numerous
insights on the equilibrium physics of quantum magnets have been provided
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using integrable spin chains [109–111], it was also possible to provide numerous
novel non-equilibrium physics of these systems [112–114]. A perfect setting to
understand the role of interactions and symmetries in the non-equilibrium situation
is the XXZ spin-1/2 chain [115, 116]. It should be noted that the light-induced
picosecond spin dynamics has been mostly hitherto interpreted using the classical
methods [87, 117–121], however, it has been found that driving spins far from
the equilibrium underpins novel quantum dynamics [122]. Despite the highly
intriguing works on spin chains, theoretically studying the non-equilibrium physics
of such systems is still a frontier research topic.

Given this background, one can think of other aspects of the spin chains. It
has been found that the interplay between phonons and spins in spin chains leads
to drastic phenomena such as femtosecond magnetization control [123–126] and
spin Seebeck effect [127, 128]. Spin-phonon coupling (SPC) is usually weak due
to the canceled contributions of the symmetric vibrations of relevant atoms from
negative and positive displacements. However, in the systems with low symmetry
or anisotropic dispersion curves, SPC can be modulated [129]. Interestingly, recent
optical techniques have provided novel insights into the coherent SPC [130–132].
The driving of coherent lattice displacements to produce resonant excitation of the
quantum spin dynamics is already getting more interesting in both quantum optics
and condensed matter physics [133]. This is covered by the “magnetophononics”
in which the highly frequency-specific nature of the resonant SPC is mainly
exploited [133, 134].

Even though the available theoretical tools for open quantum systems are
relatively limited, the Lindblad quantum master equation (more in the next chap-
ter) for driven-dissipative many-body systems is often employed to treat an open
quantum system coupled to a Markovian bath [27, 135]. This equation has widely
been applied to the spin lattices [136, 137], coupled quantum-electrodynamics
cavities and circuits [138–140], lattice Rydberg atoms [141–144], and nonlinear
photonic modes [145, 146]. In the Lindblad equation, the coherent evolution and
the dissipator are present to describe the dynamics of local observables by nonlin-
ear equations. The dissipator described by a set of jump operators is responsible
for dephasing and relaxation processes.

1.3 Challenge and goal
Generically, open driven quantum systems in the presence of dissipation effects
attain a unique NESS [147–149]. However, one major challenge in non-equilibrium
physics is the study of and/or control of the long-time steady states with a
sufficient degree of universality. To this end, many situations have been discussed
over the past decade [5, 97, 150–155]. With such an introduction, it is natural to
explore novel physical insights when the spin and phonon sectors in a quantum
system are externally driven by the laser and strongly coupled to each other.
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The laser continuously pumps energy into the system and then drives it out of
equilibrium. The interplay between SPC, driving parameters, and dissipative
dynamics in tuning the stability of non-equilibrium order and in exploring the
new phenomena are the overarching theme of the present thesis.

In the first step, we establish the equations of motion for the coupled lattice
and spin sectors governing the basic physics of quantum NESS in an alternating
spin chain. Concentrating on the regime of “weak SPC”, we show numerically
that NESS can indeed be established in the response of the separate lattice and
spin sectors and can be tuned by the primary system parameters. A complete
investigation of the dynamical properties of the NESS in such a system will be
performed.

In the second step, we concentrate on the regime of “strong SPC”. In particu-
lar, the SPC can be treated as a perturbation for the spin system. The strong
SPC makes the dynamics more intricate since unexpected blocking of transfer-
ring energies in different frequency regimes comes into play role in significantly
showing a negative spin feedback effects; so-called a giant resonant self-blocking
effect. Thus, following the strong self-blocking effects, phonon frequency and
spin-band frequency shifts will come up associated with extensive physics far from
equilibrium.

In both the first and second steps, we consider two models for the SPC, but in
both cases, we work with a steady driving field, which operates in a steady state
regime, i.e. we hope that the steady input of power gives a steady output. It is
necessary to note that it is practically impossible to 100% validate the theoretical
predictions in a controlled way for macroscopic systems consisting of roughly 1023

individual atoms. However, in all these investigations, we explore the dynamics of
systems with many degrees of freedom which their results stay worth by standing
up to thorough testing to some extent.

1.4 Target materials
Since the discovery of Haldane system many spin gap systems have been found in
the low-dimensional quantum spin systems [99, 156–158]. The valence bond solid
is responsible for the explanation of the existence of the spin gap since all spins
are distributed to certain localized static bonds in these systems. Inorganic spin
chain compounds comprising dimerization of the lattice of a Heisenberg model are
of the best-known systems in low-dimensional physics. In half-filled chain CuGeO3

compound [157, 159], each Cu site holds one hole with spin-1/2 and the spin-spin
interaction occurs via oxygen orbitals. On the other hand, phonons due to the
interionic distances modulate the spin-spin interactions, leading to a non-zero
SPC [160, 161]. Inorganic vanadyl pyrophosphate (VO)2P2O7 is also another
confirmed alternating spin chain system with the spin gap 3.1 meV [162–165].
Although these two systems propose strong SPCs, Cu(NO3)2 [166] as a quasi-one-
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dimensional alternating spin-1/2 chain with spin gap 0.38 meV shows a weak SPC.
Furthermore, recently discovered alternating spin chains NaVOAsO4 [167] and
AgVOAsO4 [168] are also available. Thereby, we have great amount of appropriate
candidates for the listed purposes of the present thesis.

1.5 Outline
Once more, this thesis is devoted to the study of non-equilibrium physics of
quantum magnetic materials, particularly a driven-dissipative dimerized spin-1/2
chain. These systems represent natural platforms in present-day experiments
of modern solid-state physics to explore fundamental concepts and questions
about matter far from the equilibrium, having at the same time a potential
impact on emerging various applications in spintronics. The goal is to figure out
the dynamical phenomena determined by the interplay of internal and external
interactions, dissipation, and non-equilibrium conditions.

The outline of the thesis is organized as follows. In chapter 2 we will overview
the theoretical background and basic concepts to approach the primary prerequi-
sites of the project. Moreover, we will present some concepts of open quantum
systems and the conditions in solids at which the sample starts to melt, looking
in particular at a harmonic oscillator in the presence of additional damping and
forcing terms. In chapter 3, we will introduce the system under study and essential
approximations, as well as the system’s physical observables, we need to pave the
way in the rest of the thesis. In chapter 4, we will study the dynamical properties
of a driven dissipative dimerized spin-1/2 chain in detail, characterized by NESS
in the “weakly” coupled spin-lattice system rather than transient and relaxation
processes and energy flows, which is mostly based on Ref. [169]. In chapter 5, we
will turn to the spin feedback effect, giant resonant self-blocking effect, and to the
phonon and spin-band frequency shifts caused by the “strong” SPC regime, which
is potentially relevant for undergoing experiments. In chapter 6, some develop-
ments towards using the J ′-model (phonon coupled to the next-nearest-neighbor
magnetic interaction) will extend the SPC effect on the dynamical properties
beyond the J-model. As the last results, in chapter 7 some developments towards
using pump-probe protocols will extend the topic beyond the single pump driv-
ing, which is potentially useful in experiments. Most of chapter 5 and parts of
chapters 6 and 7 are based on Ref. [170]. Finally, in chapter 8, we will provide a
summary of the project and will discuss promising possible future perspectives.





2. Method

For the project, the required methods to be applied for the final equations of
motions are presented in this chapter. Before going further, we would state that
reduced Planck constant ℏ = 1 is taken throughout the thesis, except for a few
parts where we want to make contact with an experimental progress.

First, we give a short review to the key operators in quantum mechanics in
Sec. 2.1. Next, in Sec. 2.2, we briefly introduce the mean-filed approximation. In
Sec. 2.3, we discuss the useful representations on which the system is modeled
based on. Section 2.4 presents the general formulation of the Heisenberg equation
of motion and Fermi’s golden rule. The Magnus expansion will be introduced
in Sec. 2.5 and in Sec. 2.6 the phonons in solids are introduced. In Sec. 2.7, the
Lindblad formalism is discussed to introduce the quantum dissipation effects. The
important Lindemann criterion is given in Sec. 2.8 and in Sec. 2.9 an example
of an open system in an environment, a damped driven harmonic oscillator, is
discussed. Finally, a conclusion of the chapter is provided in Sec. 2.10.

2.1 The basic concept: operators in quantum mechanics
Historically, one of the independent formulations of quantum mechanics is called
matrix mechanics, which was developed by Heisenberg in 1925 to describe atomic
structure starting from the observed spectral lines. He has a theory on the notion
that the only allowed values of energy exchange between microphysical systems are
those that are discrete: quanta. Expressing dynamical quantities such as energy,
position, momentum, and angular momentum in terms of matrices, he obtained
an eigenvalue problem that describes the dynamics of microscopic systems; the
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diagonalization of the Hamiltonian matrix yields the energy spectrum and the
state vectors of the system. To describe the dynamics of matter at the microscopic
scale, which is the main aim of quantum mechanics, operators come into play role.

In general, an operator as a mathematical rule that when applied to a state,
transforms it into another state follows two algebra relations: commutator and
anticommutator. The commutator of two operators A and B denoted by [A,B] is
defined by

[A,B] = AB −BA , (2.1)

and the anticommutator {A,B} is defined by

{A,B} = AB +BA . (2.2)

Two operators are said to commute if their commutator is equal to zero and hence
AB = BA.

For the fermions, the fermionic operators satisfy the relations

{fi, fj} = 0 , {f †
i , f

†
j } = 0 , {fi, f

†
j } = δi,j , (2.3)

where the indices i and j can be any finite set of numbers. However, for the
bosons, bosonic operators should satisfy

[bi, bj] = 0 , [b†
i , b

†
j] = 0 , [bi, b

†
j] = δi,j . (2.4)

For the present thesis, spins are important. The existence of spin was confirmed
experimentally by Stern and Gerlach in 1922 using silver atoms. The spin, an
intrinsic degree of freedom, is a purely quantum mechanical concept with no
classical analog. Unlike the orbital angular momentum, the spin cannot be
described by a differential operator. A spin operator is neither of bosonic nor of
fermionic type, however, there are many ways to transform them into operators
that are at least close to being bosonic or fermionic. The simplest example of a
spin Hamiltonian is the nearest-neighbor Heisenberg model, H = −J∑⟨ij⟩ S⃗i · S⃗j,
where J > 0 is the ferromagnetic case, i.e. the diagonal terms in the Hamiltonian
favorable spins aligning, and J < 0 is the antiferromagnetic case, i.e. the diagonal
terms favor antialignment.

2.2 Mean-field approximation
In general, the physics of interacting particles in a many-body system is typically
complicated. However, it is possible to include the interactions on the average,
treating the effect of all the other particles as a mean density leaving a soluble
single-particle problem.

For the models which can only be exactly solved in special cases, mean-field
approximation as the first recourse always tries to construct a simple model. This
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approximation assumes that the system’s thermal fluctuations are relatively small
and can therefore be neglected to a certain extent, which is helpful to treat a
system of interacting particles as a system of non-interacting particles. Thus,
it is assumed that each particle interacts with a mean-field that captures the
average behavior of the particles around it. Therefore, to decouple an interacting
many-body Hamiltonian into a simpler Hamiltonian describing a non-interacting
system, one has to resort to the mean-field approximation.

Consider an interaction between two kinds of particles being the product of
two operators A and B, i.e. Hint = AB, with the averages (expectation values)
respectively ⟨A⟩ and ⟨B⟩. The small deviations of these operators from their
average can also be respectively defined as dA = A − ⟨A⟩ and dB = B − ⟨B⟩.
Assuming that only interactions between different kinds of particles are relevant,
we can write

Hint = AB = (dA + ⟨A⟩) (dB + ⟨B⟩)

= dA ⟨B⟩ + dB ⟨A⟩ + ⟨A⟩ ⟨B⟩ +����:0
dA dB

= (A− ⟨A⟩) ⟨B⟩ + (B − ⟨B⟩) ⟨A⟩ + ⟨A⟩ ⟨B⟩
= A ⟨B⟩ +B ⟨A⟩ − ⟨A⟩ ⟨B⟩ ,

(2.5)

where the last term in the second line is neglected in the mean-field and finally
only single-particle operators are left in the interaction. This, in turn, amounts to
assume that the A and B particles are uncorrelated. Depending on the system
model, there are various ways to calculate the averages. This approximation will
be used in the spin-phonon coupling Hamiltonian of the present thesis to decouple
the operators acting on the spin and phonon sectors.

2.3 Bond-operator representation
It is well-known that the bond-operator representation is very useful in doing
calculations for the systems where a pairs of spins (dimers) act as basic units.
For quantum S = 1

2 spins this was pioneered by Sachdev and Bhatt as a useful
design to specifically understand the properties of dimerized phases [171–175].
For the case of general spin-S, however, Kumar derived another bond-operator
representation [176]. In this representation, the spin eigenstates of a dimer are
constructed and a distinct bosonic creation operator called bond operator is
formed. Depending on the definition of the vacuum state, the representation
can be constructed in two different ways: Sachdev’s representation and triplon

Singlet Triplets

Figure 2.1: The singlet and triplet states of two spin-1/2 particles in a dimer.
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operator representation. In both ways, the Hamiltonian for the structurally
dimerized antiferromagnetic spin chain is transformed by expressing the two spin
operators on each dimer. Each way is useful where the calculations are needed to
be simplified. Let us describe each one separately in the following.

2.3.1 Sachdev’s representation
Consider a dimer with index i consisting of two S = 1

2 spins, S⃗1,i and S⃗2,i. There
are four states in the Hilbert space on each dimer (| ↑↑⟩, | ↑↓⟩, | ↓↑⟩, and | ↓↓⟩).
One can associate these with a canonical singlet state |s⟩ and the three triplet
states |tx⟩, |ty⟩ and |tz⟩, see Fig. 2.1. In the Sachdev’s representation, the four
states of this two-spin system in the dimer i is created by applying the creation
operators s†

i , t
†
x,i, t

†
y,i and t†z,i on the some reference vacuum state |0⟩ as [171]

|s⟩i = s†
i |0⟩ = 1√

2
(|↑↓⟩i − |↓↑⟩i) , (2.6a)

|tx⟩i = t†x,i |0⟩ = − 1√
2

(|↑↑⟩i − |↓↓⟩i) , (2.6b)

|ty⟩i = t†y,i |0⟩ = i√
2

(|↑↑⟩i + |↓↓⟩i) , (2.6c)

|tz⟩i = t†z,i |0⟩ = 1√
2

(|↑↓⟩i + |↓↑⟩i) . (2.6d)

By these, the elements of the spin operators S⃗1 and S⃗2 lead to the representation

Sα
1,i = 1

2

(
s†

i tα,i + t†α,isi − i
∑
βζ

ϵαβζt
†
β,itζ,i

)
, (2.7a)

Sα
2,i = −1

2

(
s†

i tα,i + t†α,isi + i
∑
βζ

ϵαβζt
†
β,itζ,i

)
, (2.7b)

where ϵ is the totally antisymmetric tensor, the Levi-Civita symbol, considering
different flavors x, y, and z. Note that the vacuum state |0⟩ does not correspond
to the physical state of the spin system. The physical states always have a single
bond boson for any dimer i and so satisfy the constraint

s†
isi +

∑
α

t†α,itα,i = 1 , (2.8)

so-called hard-core constraint. These new bosonic operators obey the following
commutator relations

[si, s
†
j] = δi,j , (2.9a)

[tα,i, t
†
β,j] = δα,βδi,j , (2.9b)

[si, sj] = [tα,i, tβ,j] = [si, tα,j] = [s†
i , tα,j] = 0 , (2.9c)

[s†
i , s

†
j] = [t†α,i, t

†
β,j] = [si, t

†
α,j] = [s†

i , t
†
α,j] = 0 . (2.9d)
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2.3.2 Triplon operator representation
In the second way, the singlet state is considered as the vacuum state

|s⟩i = |0⟩ = 1√
2

(|↑↓⟩i − |↓↑⟩i) , (2.10)

and if one sets si = 1 in Eq. (2.6a), it leads to the same expression as above.
Furthermore, the spin operators yield the following new forms

Sα
1,i = 1

2

(
tα,i + t†α,i − i

∑
βζ

ϵαβζt
†
β,itζ,i

)
, (2.11a)

Sα
2,i = −1

2

(
tα,i + t†α,i + i

∑
βζ

ϵαβζt
†
β,itζ,i

)
, (2.11b)

as well as the new hard-core constraint

|s⟩i ⟨s|i +
∑

α

t†α,itα,i = 1 . (2.12)

Additionally, one simply finds the following commutator relations

tα,itβ,i = t†α,it
†
β,i = 0 , (2.13a)[

tα,i, t
†
β,j

]
= δi,j

(
δα,β

(
1 −

∑
γ

t†γ,itγ,i

)
− t†β,itα,i

)
. (2.13b)

The latter is called the hard-core bosonic commutation relation. These representa-
tions will be applied to our model to transform the Hamiltonians and to simplify
the equations of motion. In such a way, all excitations in the dimer are described
by the triplon (singlet-triplet) excitation.

2.4 The Heisenberg equation of motion and Fermi’s golden rule
One of the pictures encountered most frequently in quantum mechanics is the
Heisenberg picture, which is useful when describing phenomena with the time-
dependent Hamiltonians. In this picture, the time dependence of the state vectors
is completely frozen, and it is obtained from the Schrödinger picture by applying
the time-evolution operator U to finally obtain the equation of motion that
regulates the time evolution of operators within the Heisenberg picture:

dOH(t)
dt = ∂tU

†(t)OU(t) + U †(t)O∂tU(t) + ∂tO(t) = i[H, OH(t)] + ∂tO(t) ,

(2.14)

where we have assumed that the operator O does depend explicitly on time
(∂tO(t) ̸= 0).

Another interesting and important special case in the time-dependent per-
turbation theory is a form of Fermi’s golden rule [1]. Let us consider here only
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those phenomena that are described by Hamiltonians which can be split into two
parts, a time-independent part H0 and a time-dependent part V (t) that is small
compared to H0:

H(t) = H0 + V (t) , (2.15)

where H0 is assumed to have exact solutions that are known. The well-known
time-evolution operator in the interaction picture UI(t, t0) = eiH0tU(t, t0)e−iH0t

for such a system produces

i
dUI(t, t0)

dt = VI(t)UI(t, t0) , (2.16)

with UI(t, t0) = I − i
∫ t

t0
VI(t′)UI(t′, t0)dt′. We assume that VI(t) is small and then

proceed iteratively to find approximate solutions to this integral equation, leading
to the Dyson series. With the aid of this, one could find the transition probability
corresponding to a transition from an initial unperturbed state ψi to another
unperturbed state ψf . For instance, in the presence of a constant perturbation V ,
we obtain

Pif (t) = 4 |⟨ψf |V |ψi⟩|2

ω2
fi

sin2(ωfit/2) , (2.17)

where ωfi = Ef − Ei is the difference between the initial and final energies of
states. If we calculate the transition into a continuum of final states with the
number of final states within the energy interval Ef and Ef + dEf , which is equal
to ρ(Ef )dEf – ρ(Ef ) is the density of final states – the total transition rate can
be obtained from

Wif =
∫ Pif (t)

t
ρ(Ef )dEf = 2π |⟨ψf |V |ψi⟩|2 ρ(Ei) . (2.18)

This relation is called the Fermi’s golden rule. It implies that, in the case of a
constant perturbation, if we wait long enough, the total transition rate becomes
constant (time-independent).

2.5 The Magnus expansion
As well-known, independent variables, functions, and derivatives of functions are
related to each other in a differential equation and it is worth briefly mention-
ing the solution of an nth-order ordinary differential equation, which is nicely
approximated by Wilhelm Magnus [177]. For such equations, we generally have
Y ′(t) = A(t)Y (t) in which A(t) is an n× n matrix called the coefficient matrix
and Y (t) is an n× 1 vector of unknown functions. In the Magnus expansion, a
way to approximate the fundamental matrix of this system is provided such that
the solution is expressed as the exponential of the n× n matrix function S(t),

Y (t) = eS(t) , (2.19)



2.5 The Magnus expansion 25

which is subsequently constructed as a series expansion, also called the Magnus
expansion,

S(t) =
∞∑

i=0
Si(t) . (2.20)

In this thesis, we skip the lemma’s which are used to prove this valuable theorem
because we only need this expansion in a short part of the thesis. Finally, the first
three symmetric terms of this series read

S1(t) =
∫ t

0
A(t1)dt1 , (2.21a)

S2(t) = 1
2

∫ t

0

∫ t1

0
[A(t1), A(t2)] dt2dt1 , (2.21b)

S3(t) = 1
6

∫ t

0

∫ t1

0

∫ t2

0

([
A(t1), [A(t2), A(t3)]

]
+
[

[A(t1), A(t2)] , A(t3)
])

dt3dt2dt1 , (2.21c)

wherein the integrals can easily be computed. It is necessary to mention that for
the dynamical systems, A(t) denotes the state matrix and can directly be replaced
with the time-dependent Hamiltonian of the system in the interaction picture.

2.5.1 Magnus expansion for two driven coupled harmonic oscillators
In this example, we consider a continuous driving perturbation such as Vp(t) =
vp cos(ω t) which depends harmonically on time. Such a perturbation in this exam-
ple is encountered when two harmonic oscillators interact with an electromagnetic
field such as light. If we label the first and second harmonic oscillator with the
same oscillation frequency ω0, respectively, with {a, a†} and {b, b†} operators,
the total Hamiltonian of the system in the presence of external time-dependent
perturbation field Vp(t) is given by H(t) = H0 + ω0 + Hp(t), where the first and
second terms represent the free Hamiltonian of the two oscillators:

H0 = ω0
(
a†a+ b†b

)
, (2.22a)

Hp(t) = Vp(t)
(
a†b† + ab

)
. (2.22b)

Note that, neglecting coupling of a†b and b†a, the remaining coupling between the
two oscillators is generated by the external force Vp(t) with strength vp. Now, we
employ the Magnus expansion to find the second-order approximation of energy
of this driven system. To proceed, we fist calculate A(t) = HI(t) through

HI(t) = eiH0tHp(t)e−iH0t = Vp(t)eiH0t
(
a†b† + a b

)
e−iH0t ,

= Vp(t)
(
e2iω0ta†b† + e−2iω0ta b

)
.

(2.23)

It should be mentioned that the first-order approximation of Magnus expansion
is not our interest here which is a function of off-diagonal operators – usefulness
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for the shift of energy purposes compared to the diagonal operators. For the
second-order approximation, we need to calculate

[HI(t1),HI(t2)] =
v2

p

2 cos(ωt1)
[
e2iω0t1

(
ei(ω−2ω0)t2 + e−i(ω+2ω0)t2

)
− e−2iω0t1

(
ei(ω+2ω0)t2 + e−i(ω−2ω0)t2

) ] [
a†b†, a b

]
,

(2.24)

where
[
a†b†, a b

]
= −(1 + a†a+ b†b). To have S2(t) in Eq. (2.21b), we still need

the solution of the following integrals∫ t1

0
[HI(t1),HI(t2)] dt2 = 4i

ω0

4ω2
0 − ω2v

2
p(1 + a†a+ b†b) cos(ωt1)

[cos(2ω0t1) − cos(ωt1)] , (2.25a)∫ t

0

∫ t1

0
[HI(t1),HI(t2)] dt2dt1 = 4i

ω0

4ω2
0 − ω2v

2
p(1 + a†a+ b†b)×

×

1
2

[ 1
ω + 2ω0

sin[(ω + 2ω0)t] + 1
ω − 2ω0

sin[(ω − 2ω0)t]
]

− t

2 − 1
4ω sin(2ωt)

 . (2.25b)

In the last relation, however, we need to average over one period of oscillations,
{T = 2π/ω, T = 2π/(ω − 2ω0), T = 2π/(ω + 2ω0)}, stemming from the sine
functions to get rid of fast oscillations, which the remaining −1/2 value of the
integral leads to

S2 =
v2

pω0

ω2 − 4ω2
0
(1 + a†a+ b†b) , (2.26)

by which the second-order correction to the shift of frequency ω0 can be stated as

∆(2)ω0 =
v2

pω0

ω2 − 4ω2
0
, (2.27)

which is an order of v2
p as expected from the perturbation theory.

2.6 Phonons in solids
Vibrations of the crystal lattice associated with the low energy excitations up
to 240 meV (60 THz) [178, 179] introduce phonons as elementary quanta of
these excitations. If a phonon consisting of the collective motion of positive and
negative ions along a specific eigenvector carries an electric dipole, it is called an
infrared-active (otherwise Raman active [180]) phonon that directly couples to the
electric field of light. In linear response of an infrared-active optical phonon to a
monochromatic light field, the phonon can be considered as a charged harmonic
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oscillator driven by the oscillating electric field of light (Lorentz model). However,
in the nonlinear response, the intense electric fields drive the phonons to large
amplitudes. In this thesis, we stick to weak electric fields of light and accordingly,
linear response.

For small displacements (q) of ions in a solid, so-called harmonic approximation,
the following energy potential

U = 1
2ω

2
0q

2 , (2.28)

is felt by the ions, where ω0 is the phonon frequency. Therefore, a restoring
force F = −∂U/∂q = −ω2

0q can be experienced by the phonon when the ions are
displaced from their equilibrium position. This finally results in the oscillation of
atoms at the resonance frequency ω0 described by the equation of motion

d2q

dt2
+ ω2

0q = 0 . (2.29)

For the infrared-active phonons, considering the Born effective chargeQ∗ associated
with the phonon dipole as well as the effective mass M of the phonon, the driving
field E can be incorporated into this equation, i.e.

∂2q

∂t2
+ ω2

0q = Q∗

M
E . (2.30)

This is still an unphysical scenario because, in real solids, the energy can be
transferred among different modes and anharmonicities of the lattice potential
result in a finite lifetime of the phonon oscillations: damping effect. Thus, we
need the following new equation of motion

∂2q

∂t2
+ γ

∂q

∂t
+ ω2

0q = Q∗

M
E , (2.31)

where the damping γ is inversely proportional to the lifetime of the phonon mode.
For a time-dependent monochromatic electromagnetic field with strength E0,

we have E(t) = E0e
−iωt and then the solution q(t) = q0e

−iωt is obtained, where
q0 = Q∗E0/M (ω2

0 − ω2 − iγω) is the amplitude of the phonon oscillations. From
this amplitude, it is clear that the highest modulation amplitudes appear for the
resonance condition ω = ω0. Having the number of unit cells per unit volume
(N) of a sample, the polarization of the sample due to a single charged oscillator
can be calculated via P(t) = NQ∗q(t), which is useful for optical properties of
the sample. In the nonlinear response regime, the electric field is strong and can
be treated as E(t) = E0(t)e−iωt, where the amplitude is a Gaussian pulse. In this
case, the phonon dynamics becomes highly nonlinear, and higher terms of the
energy potential U corresponding to the anharmonic contributions must be taken
into account (out of the scope of the present thesis).
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System

Environment (Bath)

Figure 2.2: Schematic illustration of an open quantum system and its environment
that together constitute a closed quantum system.

2.7 Open quantum systems
This thesis is focused on the phenomena which occur in open quantum systems,
that is, systems which are coupled to an external environment. No physical system
is really closed. The Schrödinger equation is not appropriate to describe an open
quantum system coupled to an uncontrolled environment because the state is a
mixed state in Hilbert space, rather than a pure one. Even though we cannot
track the dynamics of the environment, we still want to understand the effect
it has on the system of interest. An environment is defined as an infinite set of
degrees of freedom with a continuous spectrum to describe a true irreversible and
dissipative dynamics. However, one of the useful approaches to treat such systems
is called the Markovian (Lindblad) quantum master equation. In this approach
the memory of the environment is neglected, which is a reasonable simplification
in many physical scenarios.

2.7.1 The Lindblad master equation
Our goal in this part is to find a more general procedure that allows us to obtain an
equation of motion for the density matrix of the system. We consider a situation
where the system is weakly coupled to the bath. The total Hamiltonian is assumed
to have the form

H = Hs + Hb + Hsb , (2.32)

where the first term is the system Hamiltonian, the second one is the bath
Hamiltonian and the last one is the interaction Hamiltonian between the system
and bath, see Fig. 2.2. In the next step, we transform into the interaction picture,
using the unitary transformation UI(t) = exp[−i(Hs + Hb)t]. The density matrix
ρ of the total system, i.e. system plus bath, then evaluates in time according to
the non-Markovian equation

∂

∂t
ρ(t) = −i[HI(t), ρ(t)] , (2.33)
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with HI(t) = U †
I (t)HsbUI(t). Formally integrating the equation above yields

ρ(t) = ρ(0) − i
∫ t

0
dt′ [HI(t′), ρ(t′)] , (2.34)

and after inserting this result into the differential equation, we obtain

∂

∂t
ρ(t) = −i[HI(t), ρ(0)] −

∫ t

0
dt′ [HI(t), [HI(t′), ρ(t′)]] . (2.35)

In the next step, we take the trace over the bath degrees of freedom and assume
that Trb[HI(t), ρ(0)] = 0; this is true when the state of the bath and system
factorise at t = 0, which we assume – see below. Thus the density matrix of the
system evaluates according to

∂

∂t
ρs(t) = ∂

∂t
Trb[ρ(t)] = −

∫ t

0
dt′ Trb[HI(t), [HI(t′), ρ(t′)]] . (2.36)

Born approximation
In this approximation, it is assumed that the coupling between the system and the
bath is weak. Thus, the density matrix of the bath is only negligibly affected by
the interaction. The total density matrix at time t may then be approximated by
a tensor product; ρ(t) = ρs(t)⊗ρb. This yields a closed inhomogeneous differential
equation:

∂

∂t
ρs(t) = −

∫ t

0
dt′ Trb[HI(t), [HI(t′), ρs(t′) ⊗ ρb]] . (2.37)

Markov approximation
In this approximation, ρs(t′) is replaced by ρs(t), which will be justified by the
fact that bath correlations/excitations decay on a much shorter timescale than
that of any relevant dynamics of the system. This yields the real field equation:

∂

∂t
ρs(t) = −

∫ t

0
dt′ Trb[HI(t), [HI(t′), ρs(t) ⊗ ρb]] . (2.38)

The final step is to perform the change of variable t′ → t− t′ and to shift the upper
integration boundary to infinity. This is justified when the integrand vanishes
sufficiently fast. This yields the Markovian quantum master equation:

∂

∂t
ρs(t) = −

∫ ∞

0
dt′ Trb[HI(t), [HI(t− t′), ρs(t) ⊗ ρb]] . (2.39)

Secular (rotating wave) approximation
Ultimately, this approximation entails an averaging over rapidly oscillating terms.
It will allow us to bring the master equation into a conventional shape, which is
called the Lindblad form. The starting point is the following general decomposition
of the system-bath interaction:

Hsb =
∑

α

Aα ⊗Bα , (2.40)
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where Aα (Bα) is the system (bath) operator with the features A†
α = Aα and

B†
α = Bα. As a first step towards the envisaged averaging procedure we introduce

the operators Aα(ω) = ∑
E′−E=ω Π(E)AαΠ(E ′), where the Π(E) are projectors

onto the energy eigenspaces with energy E of Hs. They obey Π(E) = 1 such that

Hs =
∑
E′,E

Π(E)AαΠ(E ′) =
∑
E

EΠ(E) , (2.41)

and hence we have Aα = ∑
E′,E Π(E)AαΠ(E ′) = ∑

ω

∑
E′−E=ω Π(E)AαΠ(E ′) =∑

ω Aα(ω). We thus find that

[Hs, Aα(ω)] = − ωAα(ω) , (2.42a)
[Hs, A

†
α(ω)] = + ωA†

α(ω) , (2.42b)

where Aα(ω) and A†
α(ω) are the eigenoperators of Hs and as a consequence their

time-evaluation in the interaction picture is

eiHstAα(ω)e−iHst = e−iωtAα(ω) , (2.43a)
eiHstA†

α(ω)e−iHst = e+iωtA†
α(ω) . (2.43b)

The interaction picture representation of the system-bath interaction thus
becomes

HI(t) =
∑

α

e−iωtAα(ω) ⊗Bα(ω) , (2.44)

where Bα(ω) = eiHbtBαe
−iHbt. It should be noted that with this decomposition

the condition Trb[HI(t), ρ(0)] = 0 can be transformed as

⟨Bα(t)⟩ = Tr
[
Bα(t)ρb

]
= 0 , (2.45)

i.e. the average of Bα(t) is zero. This can be always achieved by a redefinition of
the system-bath coupling (a possible constant peak will simply be absorbed in
the system Hamiltonian). The master equation becomes, thus,

∂

∂t
ρs(t) =

∫ ∞

0
dt′ Trb

[
HI(t− t′)ρs(t)ρbHI(t) − HI(t)HI(t− t′)ρs(t)ρb

]
+ h.c.

=
∑
ω,ω′

∑
α,β

ei(ω′−ω)tΓαβ(ω)
(
Aβ(ω)ρs(t)A†

α(ω′) − A†
α(ω′)Aβ(ω)ρs(t)

)
+ h.c.,

(2.46)

where Γαβ(ω) =
∫∞

0 dt′ eiωt′Trb
[
B†

α(t)Bα(t−t′)ρb
]

=
∫∞

0 dt′ eiωt′⟨B†
α(t)Bα(t−t′)⟩ is

the Fourier transform of the bath two-time correlation function. When the bath is
in a stationary state (which we assume), this correlation function does not depend
on the absolute time t, but only on the time differences, i.e. ⟨B†

α(t)Bα(t− t′)⟩ =
⟨B†

α(t′)Bα(0)⟩.
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The assumption underlying the Markov approximation was that this correlation
function decays sufficiently fast. When the relaxation timescale of the open system
is much larger than the intrinsic timescale, typical values of (ω−ω′)−1, we perform
the secular approximation, i.e. exp[i(ω − ω′)t] → δωω′ . In quantum optics, we
have |ω − ω′| ≃ 1015 Hz, which leads to a decay rate of ≃ 109 Hz. Thereby,

∂

∂t
ρs(t) =

∑
ω,α,β

Γαβ(ω)
(
Aβ(ω)ρs(t)A†

α(ω) − A†
α(ω)Aβ(ω)ρs(t)

)
+ h.c. . (2.47)

In a final step, we decompose

Γαβ(ω) = 1
2γαβ(ω) + iSαβ(ω) , (2.48)

where γαβ(ω) = Γαβ(ω) + Γ∗
αβ(ω) =

∫∞
−∞ dt′ eiωt′⟨B†

α(t′)Bα(0)⟩, so-called the Kos-
sakowski matrix, refers to the decay rates. The final result is the Lindblad-
Kossakowski master equation:

d
dtρs(t) = −i[HLS, ρs(t)] + DρS(t) , (2.49)

with the Lamb-shift Hamiltonian HLS = ∑
ω,α,β Sαβ(ω)A†

α(ω)Aβ(ω) and the dissi-
pator

Dρs(t) =
∑

ω,α,β

γαβ(ω)
(
Aβ(ω)ρs(t)A†

α(ω) − 1
2
{
A†

α(ω)Aβ(ω), ρs(t)
})

. (2.50)

Let us make one further simplification of the dissipator. We introduce the
eigenvalues and eigenvectors of the Kossakowski matrix

γ(ω) =
∑

α

γα(ω)vα(ω)v†
α(ω) . (2.51)

This allows us to write

Dρs(t) =
∑
ω,α

γα(ω)
(
Lα(ω)ρs(t)L†

α(ω) − 1
2
{
L†

α(ω)Lα(ω), ρs(t)
})

, (2.52)

where Lα(ω) = ∑
i vαi

(ω)Ai(ω) are the jump operators. This makes the master
equation to the Lindblad form [135, 181, 182]

d
dtρs(t) = Lρs(t) = −i[H, ρs(t)] +

∑
i

γi

(
Liρs(t)L†

i − 1
2{L†

iLi, ρs(t)}
)
, (2.53)

where H describes the total system’s Hamiltonian and L is referred to as the
Liouvillian/Lindblad super-operator. The operators Li are referred to as “Lindblad
operators” and can be microscopically determined by specifying the coupling
Hamiltonian between the reduced system and bath (if it is in thermal equilibrium),
while γi takes the role of damping parameters for i ∈ [1, N2

s − 1] in which Ns
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denotes the dimension of the Hilbert space of the open system. This is called the
Lindblad equation, or adjoint quantum master equation, which is the most general
time evolution equation for the density matrix of an open dissipative system.

It is well-known that an arbitrary operator OH(t) in the Heisenberg picture
can be transformed into the Schrödinger picture though the relation

OH(t) = eL†(t−t0)O(t0) , (2.54)

where L is the Liouville generator above-introduced, leading to

d
dtOH(t) = L†OH(t) . (2.55)

Thus, with the aid of the defined generator L in Eq. (2.53), we obtain

d
dtOH(t) = i[H, OH(t)] +

∑
i

γi

(
L†

iOH(t)Li − 1
2

{
OH(t), L†

iLi

})
. (2.56)

2.7.2 Damped harmonic oscillator
Let us focus on an important special example of an open system in an environment,
a damped driven harmonic oscillator, to find the corresponding Lindblad quantum
master equation in the presence of the dissipation effect. In such a system, the
ordinary harmonic oscillator is the introduced reduced system. For the harmonic
oscillator system, Li operators up to the bilinear choice would take L1 = a, L2 = a†,
L3 = a†a, and L4 = aa† operators. Thereby, let us label the corresponding damping
parameters with γ1, γ2, γ3, and γ4, respectively. Since the environment is supposed
to be the same for all these operators, one allows to rewrite the above damping
parameters as γr1, γr2, γr3, and γr4, respectively, in which ri refers to the arrival
rates of states after interacting with the surrounding with the same strength
γ. For the two first operators, since the weak interaction with many atoms is
supposed to simulate the coupling to a thermal bath with temperature T , the
rates r1 and r2 must be related to each other by a Maxwell-Boltzmann factor [183,
184], i.e.

r2

r1
= e−ω0/kBT = n(ω0)

n(ω0) + 1 , (2.57)

where n(ω0) = 1/(eω0/kBT − 1) is the mean number of energy quanta in the mode
corresponding to the frequency ω0 and kB is the Boltzmann constant. Hence, for
L1 = a and L2 = a†, the quantum master equation reads

d
dtOH(t) =i [H, OH(t)] + γ (n(ω0) + 1)

(
a†OH(t) a− 1

2a
†aOH(t) − 1

2OH(t) a†a
)

+ γn(ω0)
(
aOH(t) a† − 1

2aa
†OH(t) − 1

2OH(t) aa†
)
.

(2.58)
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However, for the two latter choices, the states corresponding to a†a and aa†

operators have the same arrival rates because they are not acting as the single
ladder operators and do not change the states when interacting. So, r3 = r4 =
n(ω0) result in

d
dtOH(t) = i [H, OH(t)] + γn(ω0)

(
a†OH(t) a− 1

2a
†aOH(t) − 1

2OH(t) a†a
)

+ γn(ω0)
(
aOH(t) a† − 1

2aa
†OH(t) − 1

2OH(t) aa†
)
.

(2.59)

2.8 The Lindemann criterion
The mechanism of melting in the bulk of a system was first proposed by Linde-
mann [185] to explain the melting transition via the vibration of atoms in the
simple crystals (crystals containing more complex structures exhibit a vibrational
complexity). In his theory, the melting process initiates when the atoms start to
invade the space of their nearest neighbors and disturb them, implying that the
fraction of root-mean-square amplitude and the interatomic distance become so
large at some point as the temperature is increased. In practice, the increase of
temperature leads to the increase of the average amplitude of thermal vibrations
and the certain threshold value in his theory is determined when the amplitude
reaches at least 10% of the nearest neighbor distance. However, this critical value
of the Lindemann parameter may vary ranging from 5% to 15% depending on
the magnitude of quantum effects, crystal structure, and nature of interparticle
interactions [186–188]. Immediately, thus, considering the lattice constant l, one
is able to argue that the maximum displacement of atoms in a solid must satisfy

xmax ≲ 0.05 . . . 0.15 · l . (2.60)

Additionally, the threshold value for the upper limit to the (quasi) particle
density or phonon number can be obtained as an important factor in solids. The
starting point to derive the critical value of this density based on the Lindemann
criterion xmax is the investigation of the harmonic oscillator to a first-order
approximation with the following Hamiltonian

H = ω0

(
a†a+ 1

2

)
, (2.61a)

a† =
√
maω0

2

(
x− i

p

maω0

)
, (2.61b)

a =
√
maω0

2

(
x+ i

p

maω0

)
, (2.61c)

where ω0 is the oscillation frequency, a† and a are the bosonic creation and
annihilation operators, respectively. The parameter ma is the atomic mass, x
is the position operator, and p is the momentum operator. The amplitude of
thermal vibration discussed above in the Lindemann criterion can be related to
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the maximum displacement x = xmax at which the momentum vanishes, i.e. p = 0.
Thus, the phonon number ⟨a†a⟩ can be found as〈

a†a
〉

= maω0

2 x2
max . (2.62)

If one simply applies the approximation ω0 = ωD, where ωD ≃ 2 · (1012 − 1013)
rad/s is the Debye frequency, as well as considering ma ≃ (1 u − 100 u) and l ≃
(0.1 − 0.01) nm, ⟨a†a⟩ is obtained as〈

a†a
〉
⪅ 10 , (2.63)

meaning that the total number per atom of phonons should not exceed 10 to keep
the integrity of the periodic lattice and to avoid lattice melting.

2.9 The damped driven harmonic oscillator
In this section, we focus on a damped driven harmonic oscillator to find the critical
value of the driving field, which is tightly connected to the lattice melting issue.
To do so, we introduce both a driving force and damping in a harmonic oscillator
system, leading to the equation

ẍ(t) + γẋ(t) + ω2
0x(t) = 1

max0
E(t) . (2.64)

The term ẍ is the acceleration of the system, ω0 is the oscillation frequency, γ
is the damping parameter, and the term ω2

0 x is a classical restoring force that
follows Hooke’s law. Meanwhile, E(t) = a cos(ωt) is an external electric field as
a periodic driving, with a and ω being the amplitude and the frequency of the
driving, respectively. Also, ma and x0 =

√
1/2maω0 is the atomic mass and the

maximum displacement of the undamped harmonic oscillator, respectively.
Introducing z(t) = x(t) + iy(t), one simply solves the equation

z̈(t) + γż(t) + ω2
0z(t) = 1

max0
aeiωt , (2.65)

for which only the real part of z(t) is important here. Using the simple ansatz
z(t) = zmaxe

iωt, we obtain

zmax = − a

max0

1
(ω2 − ω2

0) − iγω
. (2.66)

This equation can be rewritten as zmax = |zmax|eiφ, resulting in the expression
z(t) = |zmax|ei(φ+ωt). From equation z(t) = x(t)+iy(t), we then find the particular
solution of Eq. (2.64)

x(t) = xmax cos(ωt+ φ) , xmax = |zmax| = a

max0

1√
(ω2 − ω2

0)2 + γ2ω2
. (2.67)
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In the case of resonance condition ω = ω0, one finds xmax = a/max0γω0. Looking
simply at Eq. (2.62), one deduces

〈
a†a

〉
=
(
a

γ

)2
. (2.68)

So, according to the Lindemann criterion, the following relation

a ⪅ 3.3 γ . (2.69)

has to hold for the threshold driving field strength a to avoid lattice melting in
the presence of damping effects.

2.10 Chapter summary
In this chapter, we overviewed the basic concepts on the fermionic and bosonic
operators in quantum mechanics required to formulate our future model. Next,
we benchmarked the bond-operator representation to a two-spin-1/2 system.
This representation separates the singlet and triplet states and even rewrites the
reduced system’s Hamiltonian in terms of singlet or triplet operators. We reviewed
the Heisenberg equation of motion and Fermi’s golden rule in the absence and
presence of damping, later called the Lindblad quantum master equation in open
quantum systems. We also introduced the term including the damping effect when
a harmonic oscillator as the reduced system is damped in an environment.

With the aid of the Lindemann criterion, we also calculated the upper limit
to the particle density in a damped driven harmonic oscillator, which is linked
to the maximum displacement of atoms in a solid. From this data, we found the
threshold driving field to be applied to avoid lattice melting in a reduced system.





3. A dimerized spin-1/2 chain

As mentioned before, magnetic quantum systems are the protagonist of the
present thesis due to their potential spin-based electronics in the future [83]. In
this chapter, a simple driven well-dimerized spin-1/2 chain coupled to a phonon
system (mediator) and bath is chosen to serve as the principal model to benchmark
and test the nonequilibrium physics of such systems. The stress is on the “well-
dimerized” spin chains, meaning that the system does not, either at equilibrium
or in its driven state, approach a phase transition to a magnetically ordered, to a
gapless quantum disordered, or to any other different magnetic states. First, we
will give an overview of the model experimentally point of view in Sec. 3.1. The
model Hamiltonian is given in Sec. 3.2 to show how the system is comprised of
different parts. In Sec. 3.3 we will discuss the approximations applied to the model
to not be too complicated to simulate. We define the observables and expectation
values for both lattice and spin systems in Sec. 3.4. In Sec. 3.5 we derive the
equations of motion governing the time-dependent dissiptative observables with
the aid of the Lindblad formalism and finally the chapter ends with a summary in
Sec. 3.6.

3.1 Experimental observations
Historically, as mentioned in the introduction, the magnetic order reduction in
a magnetic system was first devoted to the laser-induced subpicosecond demag-
netization of ferromagnetic Ni [84], leading to the ultrafast phenomena [85–89].
Quantum spin chains are valuable in this thesis [98–104]. In general, inorganic
spin chain compounds comprising dimerization of the lattice of a Heisenberg model
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Figure 3.1: (a) The octahedral crystal structure of CuGeO3 constructed of CuO2
ribbons connected to each other via GeO4 tetrahedra. (b) and (c) CuO2 ribbons
projected in the a,b-c, and a-b plane, respectively. The nearest and next-nearest
neighbor exchange constant corresponds respectively to the path Cu-O2-Cu and dashed
line in (b) [202, 203].

are the best candidates in low-dimensional physics. Although there have been
found several solids as alternating spin chain systems with different properties,
we provide some examples here as appropriate candidates in this regard.

Let us focus on CuGeO3. The space group of this structure shown in Fig. 3.1
(a) is Pbmm with the lattice parameters of the orthorhombic unit cell a = 4.8
Å, b = 8.4 Å and c = 2.9 Å. In general, there are two different types of oxygen
O2− ions shown in gray (O2) and blue (O1). In this structure, Cu2+ ions in
3d9 configuration form antiferromagnetic spin-1/2 chains. Thus, in a half-filled
chain [157, 159], a comparably simple ansatz, each Cu site holds one hole with
spin-1/2 and the spin-spin interaction occurs via oxygen orbitals. In Fig. 3.1(b),
the Cu-O2-Cu exchange path gives rise to the leading antiferromagnetic exchange
constant, while the dashed line belongs to the next-nearest-neighbor exchange
path. Also, the distortion of the lattice in the ordered phase is shown via the
arrows in Figs. 3.1(b) and 3.1(c).

In 1993 Hase and co-workers [157] found an exponential drop in the magnetic
susceptibility of this compound below ∼ 14 K indicating the opening of a spin gap
(see below) in its magnetic spectrum. Immediately, the gap was confirmed via the
neutron scattering experiments [189] and quasi one-dimensionality of the structure
was shown via the strongly anisotropic dispersion of the magnetic excitations [190].
Moreover, it was shown both theoretically and experimentally that CuGeO3 can be
well described by a Heisenberg chain with next-nearest-neighbor interaction [190–
201]. While the correct value of the next-nearest-neighbor (interdimer) interaction
is still controversial, the leading magnetic exchange constant in a dimer of this
structure is approximately J = 10 meV [159]. The temperature at which the
susceptibility has a broad maximum is near 57 K, which is proportional to almost
half of J/kB ≃ 116 K, leading to a spin gap and bandwidth of about 7 meV and
10.4 meV, respectively.

The phonon modes (due to the swinging of positive and negative ions against
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each other) involve motion of the CuO2 ribbons, and not of the magnetic (Cu+2)
ions themselves, implying that the correlations between displacements may safely
be neglected, and the approximation of Einstein phonons can easily be justified.

Meanwhile, interionic distances (phonons) modulate the spin-spin interactions,
resulting in the spin-phonon coupling (SPC) [160, 161]. This coupling is based on
the magnetoelastic effects between the magnetic ions and the magnetic energy
produced by the lattice deformations. To understand the main origin of SPC,
we use the relativistic effect through the spin-orbital interaction. The phonon
modes and/or lattice displacements effectively change the hybridization between
Cu-3d and O-2p in the CuGeO3 structure via the hopping integrals. This, in
turn, changes the orbital motion of atomic electrons. On the other hand, it
is well-known that there is a coupling between the electron’s spin and orbital
degrees of freedom (e.g. described by the Kugel–Khomskii coupling [204, 205]).
The SPC effect can then be understood as the tendency towards the suppressed
superexchange interaction under the structural distortion along the phonon mode.
In order to study the SPC effect, one could compute the superexchange coupling
as functions of various phonon amplitudes. Then, the quadratic dependence of
the hopping integral on the phonon amplitudes enables us to use a quadratic
coefficient to measure the SPC strengths for the individual hopping process. So,
the number of effectively coupled electronic hopping processes is the key to the
SPC strength.

Another confirmed alternating spin chain system with the spin gap of about 3.5
meV is the inorganic vanadyl pyrophosphate (VO)2P2O7 [162–165]. In addition
to these two systems with strong SPCs, Cu(NO3)2 [166] is also a quasi-one-
dimensional alternating spin-1/2 chain with spin gap 0.38 meV and a weak
SPC. Furthermore, recently NaVOAsO4 [167] and AgVOAsO4 [168] have been
discovered as new alternating spin chains with the spin gap in the range of
5 meV. Another class of candidate systems is the set of metal-organic TTF
compounds [98, 206], and even purely organic TCNQ compounds [207], in which
the spin-Peierls transition has been observed and the distorted (low-temperature)
state is an alternating spin chain. In addition to these compounds, alternating
antiferromagnetic-ferromagnetic spin-1/2 chains such as Na3Cu2SbO6 [208] and
(CH3)2NH2CuCl3 [209] with negative next-nearest-neighbor couplings are further
category of interest in quantum magnetism.

Although many lattices can be listed here as spin chains, in this thesis, we
mostly focus on the spin chain inspired by CuGeO3. The need to consider the
full quantum model comes from the fact that in most materials the phonon
frequency is of the same order of magnitude of J . Thus, away from the static
limit, the properties of the system may be largely affected by phonon dynamics.
For example, a finite SPC is needed to drive the system into a gapped (dimerized)
state. Indeed, since the phonon displacement is coupled to the dimerization
operator, a small spin-phonon perturbation gives rise to a next-nearest-neighbor
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Figure 3.2: Schematic of the system under study consisting of the spin system,
driven Einstein phonon, laser field, and the bath. The intradimer spin-spin coupling,
interdimer spin-spin coupling, the SPC, phonon damping, and spin damping are described
respectively by J = 10 meV, J ′, g, γph, and γs. The laser continuously pumps energy
into the system and then drives it out of equilibrium. Blue ellipses display dimer singlets
and the red one a triplon excitation.

spin-spin interaction J ′, and it is well known that a finite J ′/J is needed to open
a spin gap in one dimension [210, 211]. These arguments have been confirmed
by accurate density matrix renormalization group calculations [212] and Monte
Carlo simulations [213]. In addition, including vibrations and displacements of the
lattice is important for several magnetic materials, either in magnetically ordered
phases (where phonons may affect the magnon dispersion) or in the absence of
magnetic long-range order (where phonons stand up in the competition between
valence-bond solids and spin liquids).

3.2 The J-model Hamiltonian
With this introduction, it is then natural to explore new physical insights when
the spin and phonon sectors in an open quantum system are externally driven and
weakly/strongly coupled to each other. Thus, we intend to look at the dynamics
of the alternating spin chain shown in Fig. 3.2. We model the system as follows.
The laser driving excites an Einstein phonon that couples to the leading magnetic
exchange constant in the spin chain and the dissipation is modeled via the bath
operators in the Lindblad formalism that directly damp both the lattice and spin
sectors.

Building on the described system above, the total Hamiltonian constitutes
of four terms: (i) the dimerized spin chain Hamiltonian Hs, (ii) the phonon
Hamiltonian Hp, (iii) the SPC term Hsp, and (iv) the coupling of laser field and
phonon Hl. It should be noted that the coupling of both phonon and spin systems
to the bath is not explicitly in these terms but will be introduced via the Lindblad
formalism [27, 135]. Thus, we have

H = Hs + Hp + Hsp + Hl . (3.1)
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By inspiration of the periodic boundary condition for spin operators S⃗, the first
term reads

Hs =
N∑

i=1
JS⃗1,i · S⃗2,i + J ′S⃗2,i · S⃗1,i+1 , (3.2)

where J and J ′, respectively, refer to the intradimer and interdimer spin-spin
coupling strength [see Fig. 3.2]. To describe an antiferromagnetic system, in
general, J > J ′ > 0 has to hold. Moreover, N is the number of dimers or system
size. It is necessary to mention that in real 3d transition-metal compounds,
anisotropy terms are generally weak and negligible for simplicity.

The second term, phonon Hamiltonian, can simply be described by an ordinary
harmonic oscillator through the bosonic creation b† and annihilation b operators.
Thereby, one writes

Hp =
N∑

i=1
ω0b

†
ibi , (3.3)

with ω0 being the phonon frequency. Note that the Brillouin zone (BZ) is defined
from −π to π, i.e. the phonon mode contributes to i-th site of N dimer by
qi = −π + 2π i

N
.

The third term refers to the coupling of the phonon (including real-space
bosonic operators) and leading magnetic exchange coupling J in the spin system
with strength g. We include magnetoelastic effects, by assuming that the J is
affected linearly by lattice distortions along the chain, as [161, 214]

Hsp =
N∑

i=1
g
(
bi + b†

i

)(
S⃗1,i · S⃗2,i −

〈
S⃗1,i · S⃗2,i

〉
eq

)
, (3.4)

in which
〈
S⃗1,i · S⃗2,i

〉
eq

is the equilibrium value, while (bi + b†
i ) refers to the phonon

displacement. The subtraction of equilibrium value in the equation above is
needed to set the vacuum as the ground state of both phonon and spin systems.
We call the present coupling of the phonon to the leading magnetic interaction
the J-model. The linear SPC Hamiltonian can be justified with the fact that
the lattice distortions (stemming from the small degree of buckling) are rather
small in our target material, CuGeO3 [215], and we do not expect higher-order
contributions, (bi + b†

i )≥2, to play a crucial role. Also, we assume that a phonon
driven to large amplitudes by the laser field can not significantly transfer energy to
other vibrational modes, meaning that the nonlinear phonon–phonon coupling is
neglected. The phonon can also be coupled to the next-nearest-neighbor interaction
J ′, called J ′-model, which will be addressed in chapter 6 in detail.

The fourth term in Eq. (3.1) is the coupling of a classical oscillating electric
field to the phonon displacement: laser-phonon coupling. Physically point of view,
this coupling stems from the time-varying electric dipole moment of phonons,
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which first induces local electric fields during the lattice motion and then couples
to the electric field. The coupling can be written as

Hl =
N∑

i=1
E(t)

(
bi + b†

i

)
, (3.5)

where E(t) = a cos(ω t) is the pump driving field and a (ω) describes the laser
amplitude (frequency). In this notation, the laser electric field with strength E0

is E(t) = E0 cos(ωt) and moves an ion (Oxygen ion in our target material) with
a certain mass and the displacement x. On the other hand, the electric dipole
moment of Oxygen ions is −e x, leading to a time-dependent potential energy
of E(t) = exE0cos(ωt) = a cos(ω t), where a = exE0. So, there is a charge and
spatial dependence hidden in the a. This driving is a bulk effect, meaning that
the Einstein phonon of every bond is stimulated. This driving is continuous and
may inevitably lead to heating and eventually to destroy the coherence of the
system, and later the system itself. Thus, we must remediate the system via a
heat sink to maintain a constant (low) system temperature despite the steady
drive. The reality of the situation in our model will be more detailed in Sec. 4.4.

3.3 Approximations
Now, it is time to simplify the terms described above by applying valid approxi-
mations to later pave the way to solve the equations of motion corresponding to
the systems’ observables.

As well-known, a dimer comprising of two spins-1/2 is described by a four-
dimensional Hilbert space including a singlet state and three triplet states. These
states can be expressed by the creation operators obeying the bosonic statistics.
The elementary magnetic excitations in the magnetic insulators containing localized
spin-1/2 are triply degenerate S = 1 quasiparticles called triplons. In this case,
the bond-operator representation uses these operators/quasiparticles to define the
spin operators [171, 175]

Sα
1(2),i = ±1

2

(
tα,i + t†α,i ∓ i

∑
βζ

ϵαβζt
†
β,i tζ,i

)
, (3.6)

where ϵ is the totally antisymmetric tensor considering different flavors x, y, and
z. Because the triplon operators are hard-core bosons, one should follow the
corresponding statics given in Sec. 2.3. However, hard-core bosons are difficult
to treat analytically, because the hard-core constraint corresponds to a strong
interaction so it is typically impossible to use the perturbation theory. On the
other hand, as it will be mentioned in the following, we work with the zero
temperature in this thesis and it is well-known that for small temperatures T ≪ J ,
the bosons are so dilute and the hard-core interaction contribution is not significant
and can be neglected [216]. It implies that for relatively low densities and weak
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interdimer coupling J ′/J ≤ 0.5, we are allowed to approximate the triplons as
non-interacting bosons [173]. Of course, for further studies, larger interdimer
coupling and a unitary transformation controlled to high orders in J ′/J can be
considered instead of the standard Bogoliubov transformation [174, 217, 218].
Therefore, hereinafter we treat triplon operators as ordinary bosonic operators, i.e.
we use the commutation relations [t†α,i, tβ,j] = δαβδij and [t†α,i, t

†
β,j] = [tα,i, tβ,j] = 0

throughout the thesis.
In the next step, we apply the Fourier transformation to transform the operators

into the momentum space using

tα,i = 1√
N

∑
k

tk,αe
−ik ri , t†α,i = 1√

N

∑
k

t†k,αe
ik ri . (3.7)

Inserting reciprocal space version of Eq. (3.6) into the Eq. (3.2) results in [see
Appendix A for the corresponding calculations and details]

N∑
i=1

S⃗1,i · S⃗2,i = − 3
4N +

∑
k,α

t†k,αtk,α , (3.8a)

N∑
i=1

S⃗2,i · S⃗1,i+1 = − 1
4
∑
k,α

cos(k)
(

2 t†k,αtk,α + tk,αt−k,α + t†k,αt
†
−k,α + 3

)
,

(3.8b)

wherein we take only bilinear terms into account, i.e. the triplet-triplet interactions
are neglected for simplicity. Thus, the spin Hamiltonian can be rewritten as

Hs = −3
4J N − 3

4J
′ ∑

k

cos(k)︸ ︷︷ ︸
H0

+J
∑
k,α

t†k,αtk,α

− 1
4J

′∑
k,α

cos(k)
(
2 t†k,αtk,α + tk,αt−k,α + t†k,αt

†
−k,α

)
,

(3.9)

where the term H0 is a constant value and does not contribute to the system
dynamics (we ignore it where it is not needed), but it contributes to the ground
state energy of the system. To achieve the ground state of the triplon system
in equilibrium, the above Hamiltonian needs to be diagonalized. We employ a
Bogoliubov transform through [see Appendix B]

tk,α = t̃k,α cosh(θk) + t̃†−k,α sinh(θk) , (3.10a)
t†k,α = t̃†k,α cosh(θk) + t̃−k,α sinh(θk) , (3.10b)

to obtain

t†k,αtk,α = yk

(
t̃†k,αt̃k,α + 1

2

)
− 1

2 + 1
2y

′
k

(
t̃†k,αt̃

†
−k,α + t̃k,αt̃−k,α

)
, (3.11)

where exp(−2θk) =
√

1 − λ cos(k) [λ = J ′/J being the ratio of the magnetic
interactions] has to hold true for a diagonalized Hamiltonian. We have exchanged
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Figure 3.3: (a) One-triplon band spectrum and (b) corresponding density of states (in
arbitrary units) of a dimerized spin-1/2 chain, respectively. The triplon mode-dependent
prefactors yk and y′

k are presented respectively in (c) and (d).

k by −k where necessary since the expression is invariant due to cos(k) = cos(−k).
Also, we have defined [see Appendix B]

yk =
1 − λ

2 cos(k)√
1 − λ cos(k)

, (3.12a)

y′
k =

λ
2 cos(k)√

1 − λ cos(k)
. (3.12b)

After tedious calculations one deduces [H0 plus a constant term given in Ap-
pendix B are neglected]

Hs =
∑
k,α

ωk t̃
†
k,αt̃k,α . (3.13)

In the above equation, the triplon dispersion energy is given by

ωk = J
√

1 − λ cos(k) , (3.14)

where we here numerically set the coupling strength of a dimer to be unity, J = 1,
wishing to measure other quantities in units of J . Also, we choose λ = 1/2 to
ensure that the dimerization still works for the spin chain, consistent with low
temperature estimation for the interaction ration λ ≲ 1/2 in a spin ladder [173].
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For λ = 1/2, it gives rise to a spin gap of about 7 meV, as mentioned at
the beginning of the present chapter. The plot of this dispersion is shown in
Fig. 3.3(a) in which one triply degenerate band is dispersing from ωmin =

√
1/2J

at k = 0 to ωmax =
√

3/2J at k = ±π, so-called one-triplon band. Inspired by
the relation DOS = (−1/π)Im∑

k∈BZ(ω + iη − ωk)−1 with the phenomenological
broadening parameter η = 1 meV, Fig. 3.3(b) shows the density of states of a
dimerized spin-1/2 chain. It is evident that the dominant feature is the singularity
at k = ±π corresponding to the upper limit of the one-triplon band, ωmax. This
dominant contribution will manifest itself in dynamic response of the systems’
observables.

Following the seminal triplon dispersion, we look at the triplon mode depen-
dency of prefactors in Eq. (3.12) in Figs. 3.3(c) and 3.3(d), respectively, which
are important in the presence of SPC, g [see Eq. (3.18)]. Two points are in order
here. First is nonzero yk = 1 at k = ±π/2 and second is negative values of y′

k

for k > π/2 and k < −π/2. In both cases, k = 0 gives rise to the maximum
energy, while k = ±π/2 (±π) shows the minimum one for yk (y′

k). To provide
more information about these prefactors, we would mention that yk − y′

k = ωk/J

holds valid. The above points will become important to justify the behaviors of
triplon observables and later the discrepancy between the J and J ′ models.

For the phonon Hamiltonian, we only take the Einstein phonon with mode
q = 0 into account since the laser-phonon interaction is generally a long-range
order and this mode is enforced by the nature of the driving photons. By these,
we mean that our Einstein optical phonon is IR-active to be driven by the laser
field through a time-varying electric dipole moment [133]. Therefore, using the
Fourier transform Eq. (3.3) becomes

Hp = ω0b
†
0b0 . (3.15)

As for the SPC contribution, we again use the bond-operator representation and
bosonic statistics to transform the spin operators into the triplon ones. However,
we further use the mean-field theory [see Sec. 2.2] to obtain a bilinear Hamiltonian
and to calculate the microscopic coupling constants between the lattice and the
spin chain – mean-field enables us to describe the SPC in terms of operators
acting on the spin and phonon systems separately. It should be pointed out that
the mean-field decoupling of the driven phonon and the spin system is acceptable
because the relative size of the quantum fluctuations in a phononic system, which
is macroscopically occupied, is negligible. Following the Fourier transform and
zero phonon mode, we define the phonon displacement

d = 1√
N

(
b0 + b†

0

)
, (3.16)

and finally have the following expression for the SPC Hamiltonian [see Appendix A]
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Hsp = g⟨d⟩

∑
k,α

t†k,αtk,α −
∑
k,α

〈
t†k,αtk,α

〉
eq


︸ ︷︷ ︸

Hsp,s

+ g

〈∑
k,α

t†k,αtk,α −
∑
k,α

〈
t†k,αtk,α

〉
eq

〉
d

︸ ︷︷ ︸
Hsp,p

,

(3.17)

where Hsp,s (Hsp,p) refers to the operator acting on the spin (phonon) system.
Here the product of the two expectation values (common in the mean-filed theory)
is neglected since it does not influence the dynamics of the system at all. Plugging
Eq. (3.11) in the above equation yields

Hsp,s = g⟨d⟩
∑
k,α

[
yk

(
t̃†k,αt̃k,α − n(ωk)

)
+ 1

2y
′
k

(
t̃†k,αt̃

†
−k,α + t̃k,αt̃−k,α

) ]
, (3.18)

where n(ωk) = [exp(ℏωk/kBT ) − 1]−1 represents the Bose-Einstein statistics,
classifying the equilibrium mean number of energy quanta in the triplon mode k
corresponding to the triplon frequency ωk.

And for the laser-phonon coupling, we immediately use the Fourier transform
and Eq. (3.16) to obtain

Hl = N E(t) d . (3.19)

As mentioned before, the laser field which is mainly responsible for driving the
optical phonon is treated as a classical oscillating field, meaning that the quantum
fluctuations of the laser field are negligible relative to its expectation value.

In addition to the applied approximations above-listed, we restrict ourselves to
the zero temperature for simplicity, leading to n(ωk) = 0. In our system which the
spins are localized on the sites of a lattice, the spin and lattice temperatures are
the same. However, it is not impossible to obtain electronic or spin temperatures
different from the lattice temperature in some systems. In such irradiated systems,
there are two ways to control the system temperature; system geometry and the
laser driving procedure. If we apply temperature gradient across a system with a
given length, the interplay between the laser field and the temperature gradient
may tune the temperature of degrees of freedom. Or, if we apply a laser pulse as
the driving field instead of a continuous field, the system temperature can also be
controlled.

In a nutshell, the full Hamiltonian H in the J-model can be denoted as
H = Hs + Hp + Hsp + Hl with

Hs =
∑
k,α

ωk t̃
†
k,αt̃k,α , (3.20a)

Hp = ω0b
†
0b0 , (3.20b)

Hsp,s = g⟨d⟩
∑
k,α

[
yk

(
t̃†k,αt̃k,α − n(ωk)

)
+ 1

2y
′
k

(
t̃†k,αt̃

†
−k,α + t̃k,αt̃−k,α

) ]
,

(3.20c)
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Hl = N E(t) d . (3.20d)

3.4 Observables
Now, we turn to define the physical observables and expectation values for both
phonon and triplon systems. These definitions are based on the terms that
appeared in the Hamiltonians and will be included in the derivation of the
equations of motion in the next section. The common observables in a phononic
system at any time t are

q(t) =
〈 1√

N

(
b†

0 + b0
)〉

(t) , (3.21a)

p(t) =
〈 i√

N

(
b†

0 − b0
)〉

(t) , (3.21b)

nph(t) =
〈 1
N
b†

0b0

〉
(t) , (3.21c)

where q(t), p(t) and nph(t) respectively is the phonon displacement, phonon
momentum and the phonon occupation. For the triplon system, we define

uk(t) =
〈∑

α

t̃ †
k,αt̃k,α

〉
(t) , (3.22a)

zk(t) =
〈∑

α

t̃ †
k,αt̃

†
−k,α

〉
(t) , (3.22b)

where the real variable uk(t) is the k-component of the triplon occupation, while
there is not a descriptive meaning for complex zk(t); it only counts triplon mode
excitations. The complex conjugate of zk(t) can be defined as well, i.e. the
expectation value of the product of two annihilation operators, which emerges in
the SPC Hamiltonian.

3.5 Equations of motion
For an arbitrary observable O(t), applying Lindblad quantum master equation to
the prototype model of a driven dimerized spin-1/2 chain to include an additional
damping term in its equations of motions (EoMs), we provide the conditions under
which the NESS is engineered properly for the spin-lattice system via the systems’
parameters. One easily uses Eq. (2.56) to deduce

d
dt ⟨O⟩ (t) = i ⟨[H, O(t)]⟩ +

∑
i

γi

〈
L†

iO(t)Li︸ ︷︷ ︸
1
2 L†

i O(t)Li+ 1
2 L†

i O(t)Li

−1
2

{
O(t), L†

iLi

}〉

= i ⟨[H, O(t)]⟩ + 1
2
∑

i

γi

〈[
L†

i , O(t)
]
Li + L†

i

[
O(t), Li

]〉
,

(3.23)

where H describes the total system’s Hamiltonian given by Eq. (3.20), i.e. their
final approximated forms. The equation above contains two terms, the first
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Heisenberg term and the second Lindblad (damping) term. As mentioned in
Sec. 2.7, Li are the Lindblad operators in the reduced system’s Liouville space
and γi are given in terms of certain correlation functions of the environment and
play the role of relaxation rates for different decay modes of the system.

We start with the phonon sector, which behaves similarly as a damped harmonic
oscillator [see Sec. 2.7.2]. For O(t) = {q(t), p(t), nph(t)}, Li = {b0, b

†
0}, γph1 =

γph[n(ω0) + 1], and γph2 = γphn(ω0) one achieves [see Appendix C for details]

d

dt
q(t) = ω0p(t) − γph

2 q(t) , (3.24a)
d

dt
p(t) = −ω0q(t) − 2 [E(t) + g (U(t) + V(t))] − γph

2 p(t) , (3.24b)

d

dt
nph(t) = − [E(t) + g (U(t) + V(t))] p(t) − γphnph(t) + γphn(ω0) ,

(3.24c)

in which

U(t) = 1
N

∑
k

yk [uk(t) − 3n(ωk)] , (3.25a)

V(t) = 1
N

∑
k

y′
k vk(t) . (3.25b)

After tedious calculations given in Appendix C, finally, the time evolution of
the triplon system’s observables is also obtained as

d

dt
uk(t) = 2 g q(t) y′

k wk(t) − γsuk(t) , (3.26a)
d

dt
vk(t) = − 2 [ωk + g q(t) yk] wk(t) − γs vk(t) , (3.26b)

d

dt
wk(t) = 2 [ωk + g q(t) yk] vk(t) + 2 g q(t) y′

k

[
uk(t) + 3

2

]
− γs wk(t) ,

(3.26c)

where

vk(t) = Re zk(t) and wk(t) = Im zk(t) . (3.27)

A detailed analysis of these equations will be given in the following. Concerning
the damping terms, there is a point to be discussed here. Here similar to the
phonon sector we have considered the spin-non-conserving dissipation operators
L1,k,α = t†k,α and L2,k,α = tk,α, i.e. L†

1,k,α = L2,k,α with the corresponding damping
parameters γ1,k,α = γs [n(ωk) + 1] and γ2,k,α = γsn(ωk). In our model, the spin
damping can still be treated as weakly damped oscillators since the spins are
coupled to a phononic bath. By this consideration, the spin-conservation is easily
breakable and for this reason, one may think of the systems with finite spin-orbit
coupling as the target materials. However, for systems with weak spin-orbit
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couplings, spin conservation requires terms of the general type Lkq,α = t†k,αtq,α. In
this case, mixed wave-vector states of the triplon system come into play role in
the spin-dependent phonon scattering processes and thus lead to a significantly
more involved set of EoMs.

Let us concisely comment on the k-independent spin damping γs. In general,
we are allowed to consider k-dependence of the decay rate, γs(k), however, the
spin chain is a 1D system and it is coupled to a generalized 3D phononic bath,
meaning that the weak coupling between the spin sector and the phononic bath
allows us to ignore the k-dependence of the spin damping.

It should be stressed that there are no correlations between different modes
k and the system is totally symmetric in k, therefore, 3N + 3 dimension of the
ordinary differential equation system can simply be reduced to 3N

2 + 3. Solving
Eqs. (3.24) and (3.26), we provide the conditions under which the NESS is
engineered properly for the spin sector via the system’s parameters. So far, we
have formulated a specific way of exciting a quantum driven-dissipative dimerized
spin-1/2 chain out of equilibrium – by switching on the laser field and changing
the entire Hamiltonian. Nevertheless, it is well-known that the entire system
should be in equilibrium at zero temperature, resulting in the initial conditions

q(0) = 0 , p(0) = 0 , nph(0) = 0 , (3.28a)
uk(0) = 0 , vk(0) = 0 , wk(0) = 0 . (3.28b)

Let us define two following new quantities in the spin system for consistency
with the phonon sector, as well as for providing physical meaning of the observables,
as

nx(t) = 1
N

∑
k

uk(t) , (3.29a)

V (t) = 1
N

∑
k

vk(t) , (3.29b)

respectively the dressed trilpon number per site and average behavior of the
off-diagonal component resulting from Eq. (3.26). Of course, one allows to define
W (t) = 1

N

∑
k wk(t). On the other hand, to connect these to the close definitions

in Eq. (3.25), we introduce the bare triplon number per site

nb(t) = U(t) + V(t) + 3
2N

∑
k

[yk − 1] , (3.30)

which can be understood/derived from Eq. (3.11) at zero temperature. The
last term in the equation above is the equilibrium expectation value, 0.0285,
in the thermodynamic limit, referring to the quantum and/or vacuum fluctua-
tions in equilibrium. Physically, these fluctuations are the main origin of driven
phonon-induced modification of the magnetic interaction in the spin-lattice system.
However, we have used the new basis to rotate it to 0 to have all t̃ operators in
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Eq. (3.11) as the excitations above the vacuum value of 0, resulting in zero values
for the initial conditions of the spin sector observables given by Eq. (3.28b).

It is necessary to mention that the most of parameters in the model presented for
a dimerized spin-1/2 chain, {N, J, J ′, g, a, ω0, ω, γph, γs}, are variable throughout
the present thesis. However, phonon damping obviously depends on its coupling to
other phonons as well as its energy. Due to the weak coupling of a single Einstein
phonon to an ensemble of phonons (bath), we set this damping to be very small,
e.g., 2% of the phonon energy ℏω0 [ℏ = 1], i.e. γph = 0.02ω0 throughout the
thesis. In the majority of our calculations in the solution of the EoMs, we will use
N = 2000 dimers to ensure that finite-size effects can be empirically ruled out.
Also, there is no restriction for the time interval and the quantum spin NESS can
be studied from t = 0 to ∞. Additionally, we mostly consider the spin damping
smaller than γph to stress that the spins coupled to the phononic bath are in
general damped weaker than phonons coupled to the bath, i.e. γs < γph holds
in general valid. For the amplitude of the laser field, a = eEx0, considering the
maximum displacement x0 =

√
ℏ/maω ≃ 0.01 nm with the mass ma ≲ 1 u of the

atoms of the system and ω = 2πc/Lw [Lw being the wavelength of lasers, which
are usually of some hundred nanometers], as well as the electric field strength
E ≃ 2 × 108 V.m−1 [134], one finds a ≃ 2 meV, which for our target material with
magnetic interaction J ≃ 10 meV, it is experimentally achievable.

It should be noted that the investigation of the average behavior of the
observables in the NESS is achieved by

X(t) = 1
t− t0

∫ t

t0
X(t′)dt′ , (3.31)

for t > t0 where X(t) can be each of the expectation values introduced in both
lattice and spin sectors. We use the notation X0 for resonant ω = ω0 (between
the laser and phonon) and X0 in the case of off-resonant ω ≠ ω0 throughout this
thesis.

Let us, finally, briefly mention some general information regarding the numerical
simulations. We solve the EoMs in C++ employing the GNU Scientific Library
[219] and making use of the Runge Kutta 4 algorithm with relative maximum
ϵrel = 0, absolute maximum ϵabs = 10−6 error for the algorithm, initial step size
hstart = 10−6, and absolute number of data points Ndata = 40000 [220]. Fourier
transforms, however, were calculated utilizing the implemented Fast Fourier
Transform in Matlab [221]. Fit functions and plots were also created with Matlab.

3.6 Chapter summary
Starting with the experimental observations on the spin chains, this chapter is
devoted to a general understanding of a driven-dissipative dimerized spin-1/2 chain.
The model Hamiltonian for such a system is introduced in detail, which comprises
of the spin-spin coupling between the nearest- and next-nearest-neighbors, the
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driven phonon model, the coupling between the spins and driven phonon, and
the coupling between the laser field and the IR-active Einstein phonon. Next, we
applied the special approximations to both lattice and spin sectors to make it
easier for both analytical and numerical calculations, but still close to the reality.
Meanwhile, the Bogoliubov transformation is applied to later calculate the triplon
dispersion energy of the spin system.

While the bilinear Hamiltonian neglecting the triplet-trilpet interactions de-
scribes the spin Hamiltonian, the mean-field decoupling approximation resembles
the SPC to separate the operators acting on the spin and phonon systems. For
simplicity, we restrict ourselves to zero temperature and will leave the finite
temperature effects for upcoming studies. Finally, we distinguish between the
phonon and spin system by defining the physical observables. The dissipation
effect which is usually dominated by the many phonons of the lattice system
is included within the Lindblad formalism at the operator level. The quantum
master equations valid at all times governing the time-evolution of this system
and for various sets of real parameters are established.





4. Weak coupling regime:J-model

In this chapter, focusing on the regime of weak SPC, we use the adjoint quantum
master equation through the spectral representation of Lindblad formalism [27,
135] to characterize the NESS and their properties in a driven-dissipative dimerized
spin-1/2 chain. Section 4.1 focuses on the properties of the obtained NESS from
the equations of motions (EoMs) on how the systems’ parameters tune this NESS.
We then turn to the transient and relaxation processes in Sec. 4.1.1. The influence
of driving and SPC are discussed in Sec. 4.1.2. A quantitative analysis of the
convergence timescale in the spin NESS is provided in Sec. 4.1.3. The general
condition for the existence of NESS is briefly discussed in Sec. 4.1.4. Section 4.2
deals with the harmonic decompositions of the NESS in the presence of a weak
SPC. In Sec. 4.3, the energy flow of different parts of the system in the NESS
will be discussed, which is helpful for experimental perspectives. It is presented
in Sec. 4.4 how the applied approximations can be accepted in reality. The
experimental perspectives are given in Sec. 4.5 and, finally, a summary of the
chapter is included in Sec. 4.6.

Most of this chapter has been published as a Regular Article in Physical
Review B [169].

4.1 NESS in the phonon-driven spin system
In the beginning, we reduce the space of possible driving parameters and restrict
our considerations to resonant excitation of the Einstein phonon mode in the
presence of a weak SPC, meaning that we select the laser frequency such that
ω = ω0, i.e. E(t) = a cos(ω0t). This is required to find the strongest effects of the
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Figure 4.1: Response of the Einstein phonon to a resonant driving field. Here ω0/J = 1,
a/J = 0.004, γph = 0.02 ω0, and g = 0. (a) phonon occupation, nph(t) – the inset shows
the steady state of the driven phonon system at long times. (b) Phonon displacement,
q(t), and momentum, p(t), shown from t = 0 and (c) q(t) and p(t) at long times.

driven phonon on the spin system, i.e. when ω0 matches the triplon excitations.
An obvious manifestation is the fact that the typical coupling of the driven phonon
to the spin system, g, is weak, thus, the phonon characterized by q(t), p(t) and
nph(t) can behave as a classical damped driven harmonic oscillator [see Sec. 2.9].
The basic reasoning of this weak SPC strength is founded on the inherent generic
weakly locking of the spin and lattice degrees of freedom. The initial step towards
establishing a typicality argument is to identify the decisive physical mechanisms
or characteristics determining the NESS. The standard recipe to do so is the
case of decoupled spin-lattice system, g = 0, where the driven phonon is the
available system to arrive at a phonon NESS. Once a candidate for the relevant
properties is available, we can construct classes of coupled setups that share those
characteristics.

In Fig. 4.1(a), the phonon occupation is illustrated that is driven up to a finite
average value, and the inset that it oscillates steadily around this finite value for
all later times; this is the NESS of the laser-driven phonon system. The timescale
for which the NESS is reached is 2/γph for nph(t), which it is understandable
from Eq. (3.24) in which q(t) and p(t) serve damping γph/2, while for the phonon
occupation one should additionally calculate the damping effect of the phonon
momentum such that +γph

2 − γph = −γph/2 is the final damping of nph(t), too.
It is important to pause for a moment and find out the average of the phonon
occupation in the decoupled situation, g = 0, in the NESS. Let us characterize
this average by nph0 following the notation introduced before in Eq. (3.31). As
mentioned before, we are allowed to investigate the phonon system as a damped
driven harmonic oscillator at g = 0. So, from the fundamental relation between
the bosonic creation and annihilation operators as well as the displacement and
momentum operators, the expectation value of the number operator is linearly
proportional to the square of maximum displacement, i.e. ⟨b†

0b0⟩ ∝ q2
max, where
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we noticed that in the resonance condition, qmax ∝ a/γph [see Sec. 2.9]. Thus the
phonon occupation is proportional to (a/γph)2, addressed by Fermi’s golden rule
[the flow of energy into the system is proportional to the square of the matrix
element], where for fixed a/γph = 0.2 in our case it yields nph0 = 0.04, which is
small but it is a macroscopic occupation for a single created and annihilated field
excitation (phonon).

In the case g = 0, the phonon displacement fulfills the following equation

d2q(t)
dt2

+ γph

2
dq(t)
dt

+ ω2
0q(t) = −ω0

[
γph

2 p(t) + 2 E(t)
]
, (4.1)

describing the displacement of a damped driven harmonic oscillator [222]. The
numerical solution of this equation [and the corresponding one for p(t)] is shown
in Figs. 4.1(b) and 4.1(c), respectively, at short and long times. Both quantities
oscillate with time and continuously reach a NESS with the same timescale of
2/γph. Note that, as usual, for the displacement and momentum, a relative π

2 phase
difference [due to i = exp(iπ/2) difference between Eqs. (3.21a) and (3.21b)]
gives rise to the same trend for p(t). The function in the NESS, Fig. 4.1(c),
oscillates with a constant maximum amplitude 2(a/γph) and the driving frequency
ω0. But, the frequency of the oscillations in the driven nph(t) is twice that of q(t)
and p(t) [see Eq. (3.24c) in which both the laser field and phonon momentum with
frequency ω0 lead to a oscillating phonon occupation with frequency 2ω0]. From
the above interpretations, one notices that the averages of q(t) and p(t) in the
decoupled NESS are zero. We will only discuss the effects of physical parameters
on the phonon occupation for the phonon sector in the following.

In most of the figures, we set the spin damping to a finite value, however, even
without a driving criterion, it is worth seeing how NESS formation is treated in both
phonon and triplon occupations. Note that the strongest responses of both phonon
and spin systems when including the SPC is dedicated to the driving frequencies
within the two-triplon band, i.e. at 2ωmin ≤ ω0 ≤ 2ωmax (

√
2 ≤ ω0/J ≤

√
6). For

our standard parameter a/γph = 0.2 and weak SPC regime g/J = 0.05, Fig. 4.2(a)
shows that for the in-band driving at ω0/J = 1.5 and γs/J = 0.01, a NESS is
formed. However, for γs/J = 0, i.e. when the spin-freezing occurs, Fig. 4.2(b)
shows how the triplon occupation is pumped rapidly to an unstable regime, leading
to an unstable phonon occupation as well. The instability phenomena in both
occupations follow the same treatment such that if nx(t) is not periodic, nph(t) is
not also periodic. For ω0/J = 3.0 above the two-triplon band, a NESS emerges
even without spin damping, see Fig. 4.2(c). In this case, a phonon is far from
the two-triplon band and it can not efficiently drive the spin system, hence, the
response of the spin system characterized by the occupation of triplons is weak,
while the phonon occupation remains so. It is necessary to mention that there
is a direct relationship between the damping effect and the beating type of the
envelope function in the responses. In Fig. 4.2(c) the undamped k-components of
nx(t), i.e. uk(t), leads to such a beating form. In another selection, if the phonon
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Figure 4.2: Time-dependence of the phonon occupation, nph(t), and triplon occupation,
nx(t), shown with a/γph = 0.2 and g/J = 0.05. (a) When ω0/J = 1.5 and γs/J = 0.01,
the system converges to a NESS on a conventional timescale. (b) When ω0/J = 1.5
and γs/J = 0, nx(t) increases rapidly, destabilizing the phonon occupation. (c) When
ω0/J = 3.0, the driving frequency lies sufficiently far above the two-triplon band that
NESS exist even when γs/J = 0. (d) When ω0/J = 0.75, the driving frequency lies well
below the two-triplon band but the second harmonic, 2ω0, lies within it. In this case,
when γs/J = 0 the lattice approximates a NESS, but with this near-constant driving of
the spin system a NESS cannot be formed.

frequencies locate below the lower two-triplon band edge, e.g. at ω0/J = 0.75, the
situation is somewhat more complicated since the spin system is more unstable
than other frequencies if the spin-phonon coupling is not strong enough. As can
be seen in Fig. 4.2(d), the phonon does indeed approach a NESS, but following
the weak SPC regime, this essentially steady driving does not create a spin NESS.
The difficulty to determine a spin NESS in the adiabatic regime (below the band)
is inherent to the instability of the system in this regime.

Given this information, we choose six values of ω0/J at fixed g/J = 0.1 (to get
rid of the instability effect in the low-frequency regime, shown in Fig. 4.2(d)) and
γs/J = 0.01 depending on the driven phonon frequencies below, in, and above the
two-triplon band to study the spin occupation dynamics. Figure 4.3(a) shows that
for laser driving at any driving frequency ω0/J , the spin occupation is “pumped”
to a new average value similar to the phonon system, about which it oscillates. It
will be discussed in the next subsection 4.1.3 how this average value is determined.
It can be seen that for the frequencies far from the two-triplon band, i.e. for
ω0/J = 0.5 and 3.0, a very weak occupation nx0 ≲ 0.0001 is produced, while
for frequencies near the band, i.e. for ω0/J = 1.5 and 2.5, we find states with
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Figure 4.3: (a) Response of the spin system, measured by nx(t), to the driving phonon
frequencies ω0/J = 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0 at fixed a/γph = 0.2, g/J = 0.1, and
γs/J = 0.01. nx(t) in the spin NESS is shown at (b) ω0/J = 0.5, (c) ω0/J = 1.5, and (d)
ω0/J = 2.5, where we compare results in the time window 1160 ≤ t ≤ 1200 with those
at 9960 ≤ t ≤ 10000. All blue long-time traces are shifted by a phase 0 ≤ ϕ < 2π to see
whether the red and blue states can be mapped to each other – as a characterization
for the true NESS.

stronger occupations: nx0 ≃ 0.05 and 0.004, respectively. As for the band center,
ω0/J = 2, only nx0 ≃ 0.0006 is observed. The weak response of the band center
originates from the momentum k = π/2 [see Fig. 3.3] at which the triplet state
couples/excites to/from the driven phonon weaker than other momenta, due to
the matrix element y′

k, resulting in a weak response of the spin system. It is
worthwhile mentioning that the spin NESS established at frequencies far from
the two-triplon band acts as a weak perturbation for the equilibrium state if one
compares them with the value of quantum spin fluctuation, i.e. nb0 ≃ 0.0285 in
Eq. (3.30). By contrast, for some frequencies in and around the two-triplon band,
the quantum spin NESS is almost twice that of nb0, which can be interpreted as
a direct consequence of the resonance condition ω0 = 2ωk.

Moreover, the timescale over which the spin system reaches its NESS is different
at various frequencies, meaning that the spin feedback effect depending on the
phonon energy is important. However, it seems that it is 4 to 5 time constants of
the spin damping 1/γs. For ω0/J = 0.5, the convergence is associated with the
delay because, at this frequency, γs is the same as γph, meaning that the same
timescale as the phonon “switch-on” timescale is needed for the spin system. For
other frequencies, the role of phonon damping is also important in determining the
convergence timescale due to the SPC process. Among the frequencies, ω0/J = 1.5
shows a longer process to be converged [we will come to the reason in the next
subsection].

Let us zoom in the NESS trends in a time window 1160 ≤ t ≤ 1200 in
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Figure 4.4: Creation of the NESS established with a/γph = 0.2 and g/J = 0.1 for
the driving frequency ω0/J = 1.5 and spin damping γs/J = 0.01; these are also the
parameters of the green line in Fig. 4.3(a). (a) nph(t), (b) nx(t), (c) uk=0, and (d) uk=π.
Also shown is the relaxation of each variable when the driving is removed after 3000
time steps.

Figs. 4.3(b)-(d) for ω0/J = 0.5, 1.5, and 2.5 and compare them with the long-
time limit 9960 ≤ t ≤ 10000 to demonstrate whether each of the driven states
is a true NESS. We see that the spin NESS is proven since identical periodic
traces are obtained for arbitrarily long times. Also, it is nice to confirm the
NESS at rather short times for frequencies below and above the two-triplon band,
Figs. 4.3(b) and 4.3(d), which is important for real applications. However, the
trend is not yet a NESS for the in-band frequency, shown in Fig. 4.3(c), because
the criterion in the band is not satisfied yet by the present set of parameters, see
next subsections. In addition to the above-mentioned points, it can be seen that
the NESS at any driving frequency shows a rather complex form, with a definite
superposition of different frequency harmonics. This harmonic mixing is stronger
at the low-frequency regime than other ones [see Sec. 4.2 for more details].

4.1.1 Switch-on and switch-off processes
In the previous sections, we discussed the convergence process of a NESS and
concluded that for the frequencies sufficiently away from the band edges, the
convergence is faster than those in the band. To understand the slow convergence
process at switch-on in the band, we consider ω0/J = 1.5, a/γph = 0.2, γs/J = 0.01,
and g/J = 0.1 [similar to Fig. 4.3] in Fig. 4.4. Here we have added the phonon
occupations in Fig. 4.4(a) in addition to the spin observables to see what happens
to nph0 at g/J ̸= 0. Although the driving strength is the same as before, nph(t)
does not approach (a/γph)2, but it first rises towards the plateau value of 0.04 in
a time dictated by 1/γph and pulls down again to a new average value nph0 ≃ 0.02
in a timescale of 1/[γs − f(ω0, ωk, g, a/γph)]. This is a direct consequence of the
spin feedback effect so that it absorbs some of the input phonon energy due to
the SPC, g. In Fig. 4.4(b), the spin NESS is reached only after approximately
1200 time steps, which means 1/[γs − f(ω0, ωk, g, a/γph)] ≈ 3/γs. Looking at the
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Figure 4.5: The same as Fig. 4.4, but for ukres(t).

individual k-components in Figs. 4.4(c) and 4.4(d) shows that k = 0 and k = π

components behave the same as the phonon occupation so that they rise first with
the timescale of 1/γs, while a phonon driving- and SPC-dependent decaying rate
is observed. However, it seems that the components at the band edges are not
significantly determining the final spin NESS. Of course, it is no surprise to expect
that the resonant wave-vector kres satisfying ω0 = 2ωkres is mostly contributing
to the final spin NESS and slow-convergence behavior. For this reason, we plot
ukres in Fig. 4.5, in the same way of Fig. 4.4 to verify this expectation. It is clear
that the largest and the most slowly converging component is dedicated to kres,
requiring a longer time constant to converge, similar to Fig. 4.4(b) in the total
triplon occupation.

Upon turning off the laser field, we remark that the relaxation timescale
corresponding to both lattice and spin systems, which is obtained by evaluating
either 1/γph or 1/γs to their equilibrium value, 0, is satisfied with relevant relaxation
timescales, meaning that our numerical calculations satisfy the experimental
expectations very well. The process of relaxation in the Lindblad quantum master
equation is the recovery of thermal equilibrium upon turning off the drive. In
our model, the system temperature is initially set to T = 0 when the drive is off,
and after a while, it should relax back to this state when the drive is off again, as
confirmed.

4.1.2 The influence of driving and SPC

Having formulated the goals and laid out our model to tackle the dynamic of driven
dimerized spin-1/2 chain, we now specify more concretely the quasi-stationary
behavior of the NESS that may be amenable to our theoretical approach. To start
with, we focus on the mean phonon occupation, nph0. Figure 4.6(a) addresses the
decoupled model (in the absence of SPC) for all driving frequencies in which the
average energy in the driven phonon mode rises with the driving power, which is
proportional to the square of the normalized electric-field amplitude to the phonon
damping. However, the spin system is driven by the pumped phonon through the
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Figure 4.6: Average value of the driven phonon occupation number, nph0, in a NESS,
displayed as a function of (a/γph)2 for various driving frequencies at fixed γph = 0.02ω0
and γs/J = 0.01. (a) In the decoupled case, g = 0, and (b) in the presence of a given
SPC, g/J = 0.1.

SPC parameter, g. When allowing g to come into play in the dynamic responses,
the spin system is driven as well indirectly by the external laser field. We fix it to
a generic value here, g/J = 0.1, and will discuss the weak and strong regimes in
Fig. 4.7 and more in the next chapter. Additionally, spin damping is now possible
to be included; here we fix it to γs/J = 0.01. In the absence of spin damping,
somehow a spin freezing occurs for the resonant coupling between the phonon and
triplons [see Fig. 4.2]. In Fig. 4.6(b), it is evident that the induced changes to the
spin system from the damped driven phonons are small at most frequencies, except
ω0/J = 1.5 for which the changes are significant along with a strong deviation
from (a/γph)2. This can again be traced back to the spin conservation in our
model [see Eq. (3.4)] for which two spins are excited by the driven phonon. From
this point, ω0/J = 1.5 shows a special suppression behavior and occupations can
be exchanged between resonant states.

Having made sure that the results from the temporal behaviors as well as
that the joint system will usually relax to a new (thermal) equilibrium state, we
proceed with the spin system. We can then ask how the late-time behavior of the
spin system is modified when changing some parameter of that Hamiltonian. To
gain further insights on the dependency of triplon occupation on the power of
laser a2 and SPC g, we stick to Fig. 4.7. In Fig. 4.7(a), we show the dependence
of the average triplon occupation, nx0, on a2 in the NESS for various driving
frequencies below, in, and above the two-triplon band. In the weak SPC regime,
the dependence is linear over the full range of (a/γph)2 for all frequencies except
ω0/J = 0.5 [sufficiently away from the band] and 1.5 [in the band]. This linear
response is expected from the elementary electrodynamics in which this power
is proportional to the squared amplitude of the laser field. In these special
frequencies, a saturation shown as nx0 is driven towards unphysical values at
very large a. We call these values unphysical because we have applied many
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Figure 4.7: (a) Dependence of the average triplon occupation, nx0, in the NESS on the
fluence, shown as (a/γph)2, at driving phonon frequencies ω0/J = 0.5, 1.0, 1.5, 2.0, 2.5,
and 3.0. The fixed system parameters are g/J = 0.1, γph = 0.02ω0, and γs/J = 0.01.
Only the ω0/J = 0.5 and 1.5 phonons at very high fluences show deviations from a
linear form. (b) Dependence of nx0 on the SPC constant, g, for driving phonons of the
same six frequencies at fixed a/γph = 0.2. A well-defined g2 dependence at all small
couplings gives way to a suppression of nx0 at larger g values whose onset depends on
ω0.

approximations to model the system properly while maintaining it to be soluble.
Although the hard-core nature of the dimer spin states sets an absolute upper
limit of nx0 = 1 on the triplon occupation, the approximations allow us to set
it to a lower value such as 0.2 to be physical. Note that this corresponds to the
least favorable setup considered for a/γph = 0.2 in the previous temporal results
to assess the validity in the linear regime of driving. This justifies ω0/J = 1.5,
while for ω0/J = 0.5, non-linear behavior of nx0 at strong electric fields still makes
it unphysical, originating from the instability of the system in the low-frequency
regime. Coming back to Fig. 4.2, we noticed that an instability of the system
below the two-triplon band occurs at late times for the spin system, conforming
with the non-linear trends at ω0/J = 0.5.

Another interesting case arises if the SPC in the reference system is variable.
Figure 4.7(b) aims at the dependence of the driven triplon occupation on the
SPC, g, for the same six driving frequencies. As can be observed, at low values
of g, the triplon occupation shows a g2 form that is directly analogous to its
dependence on a2. However, a suppression emerges for nx0 at high g [where
non-linearity treatment starts to appear], which is stronger for ω0/J = 0.5 and 1.5
than other driving frequencies. This suppression happened before in Fig. 4.6(b)
for ω0/J = 1.5. So, we define the “weak” SPC regime corresponding to the
linear behavior of nx0 with g and the “strong” SPC regime corresponding to
the non-linear trends. However, as mentioned before, for the purposes of the
present analysis in this chapter, which is to discuss the properties of a generic
driven quantum magnet, we will focus on the weak-coupling regime. This stems
from the fact that most magnetic quantum materials do not show strong SPC
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at equilibrium. After bringing them into contact employing sufficiently weak
coupling, g/J = 0.08 is the point where these regimes are distinguished, but we
adopt the value g/J = 0.05 hereafter to be representative of the class of magnetic
materials. We will study the strong-coupling regime in the next chapter.

4.1.3 Quantitative analysis of the convergence timescale in the spin NESS
In the previous paragraphs, we briefly mentioned that there exist the driving
parameters suitable for the formation of NESS. We noticed that for the in-band
phonon frequencies, every aspect is different than beneath and above the two-
triplon band. For the logic applications, one may need the “start-on” behaviors.
So, we need to analyze the convergence process and identify a further effective
timescale arising from the driving rather than 1/γph and 1/γs. Thereby, before
turning to the next investigations, here we present a quantitative analysis of the
convergence timescale in the spin NESS on both in- and out-of-band drivings. We
approximate the phonon oscillations in the NESS as sinusoidal for weak SPCs
with a fixed amplitude [see the inset panel in Fig. 4.1(a)]. Simply, the phonon
displacement which is valid for the weak-coupling regime of SPC [for the strong
regime of SPC, a more complex waveform is formed and a simple sinusoidal
function does no longer describe it; see the next chapter for strong SPC effects]
can be written as

q(t) = 2 a

γph
sin(ω0t) = 2DJ

g
sin(ω0t) , (4.2)

defining a dimensionless effective driving parameter for the spin system, D =
ga/Jγph. After tedious calculations, for the resonant condition ω0 = 2ωkres where
kres is called the resonant momentum, we finally find [see Appendix D for details
of the calculations] the following solutions for the EoM of triplon occupation

ukres(t) = 3
4Γkres

[
1 − e−(γs−Γkres )t

γs − Γkres

− 1 − e−(γs+Γkres )t

γs + Γkres

]
, (4.3)

with

Γkres =
∣∣∣∣y′

kres

ykres

ω0J1

(4DJykres

ω0

)∣∣∣∣ , (4.4a)

ykres =
J + ω2

0
4J

ω0
, y′

kres =
J − ω2

0
4J

ω0
, (4.4b)

where J1(4DJykres/ω0) is the Bessel function of the first kind.
This solution provides good agreements with the numerical responses of uk0

and nx0 in the resonant NESS. Equation (4.3) shows that γs − Γkres should be
positive to have a true convergence, i.e. γs > Γkres has to hold. From this point,
we define the true convergence rate, or excitation rate, as

γ̃s = γs − Γkres , (4.5)
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which should be positive to avoid an exponential divergence in the resonant triplon
occupation ukres(t). The long-time limit of Eq. (4.3) is given by

lim
t→∞

ukres(t) = 3
4Γkres

[ 1
γs − Γkres

− 1
γs + Γkres

]
= 3

2
Γ2

kres

γ2
s − Γ2

kres

, γs > Γkres . (4.6)

For ω0/J = 1.5, g/J = 0.1, and a/γph = 0.2 [see Fig. 4.3(c)], Γkres ≃ 0.0116 can
be found, which is larger than the fixed γs/J = 0.01. So, one expects no true
convergence for this frequency and this resonance mode, which is confirmed in
Fig. 4.3(c) through the non-matched short- and long-time NESSs originating from
this resonance mode. It should be pointed out that although this divergence
affects the final treatment of the NESS, it only happens for a certain mode and
other modes in the band may lead to a final convergence treatment. While for
another in-band resonant frequency ω0/J = 2.0, a true NESS can be obtained
since Γkres approaches zero and satisfies the criterion γs > Γkres . In this case, the
average value of ukres(t) in the NESS approaches zero if we sum over all resonance
momenta, as confirmed by the blue curve (but for all excitations) in Fig. 4.3(a).

So far, we focused on the resonant case, however, for completeness of quantita-
tive purposes it is necessary to consider the effect of driving at frequency ω0 on
the modes at k ≠ kres, meaning the action of the driving phonon as a “detuned”
pump of all other triplon modes. We use the same strategy and allow 2ωk to differ
from ω0. Let us define

δ = 2ωk − ω0 , (4.7)

meaning that the excited mode k is detuned from the driving assuming |δ| < ω0,
i.e. we assume that the detuning is small compared to the driving, which δ can
be positive or negative. By this, the k-component of triplon occupation uk(t) in
the detuned phase is given by [see Appendix E for details]

uk(t) = 3
2

Γ2
k

Γ̃k(γ2
s − Γ̃2

k)

(
Γ̃k[1 − e−γst cosh

(
Γ̃kt

)
] − γse

−γst sinh
(
Γ̃kt

))
, Γk > |δ| ,

(4.8a)

uk(t) = 3
2

Γ2
k

G̃k(γ2
s + G̃2

k)

(
G̃k[1 − e−γst cos

(
G̃kt

)
] − γse

−γst sin
(
G̃kt

))
, Γk < |δ| ,

(4.8b)

where Γk = y′
kω0
yk
J1(4DJyk/ω0) and

Γ̃2
k = Γ2

k − δ2 , G̃2
k = δ2 − Γ2

k . (4.9)

The long-time limit of Eq. (4.8) is given by

lim
t→∞

uk(t) = 3
2

Γ2
k

γ2
s − Γ̃2

k

, Γk > |δ| , (4.10a)
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Figure 4.8: Dependence of Γ̃max on the phonon frequency ω0/J for four values of the
driving strength, D = ga/Jγph on the weak-coupling regime.

lim
t→∞

uk(t) = 3
2

Γ2
k

γ2
s + G̃2

k

, Γk < |δ| . (4.10b)

Accordingly, it is time to conclude that for frequencies sufficiently away from
the two-triplon band, a rather fast convergence with the timescale 1

γs−Γ̃k
> 1

γs

is expected to a NESS. This has been confirmed/observed in Fig. 4.3(a) for
ω0/J = 0.5, 1.0 and 3.0.

In the resonant case, Eq. (4.3) will provide the highest threshold value, making
Γ̃max = Γkres , however, for frequencies outside but close to the two-triplon band,
detuned driving comes into play role. In Fig. 4.8, we look at Γ̃max as a function
of ω0. It shows an almost linear rise with frequency towards the two band edges
along with the zero value at the band center ω0/J = 2 due to the zero element
y′

k|k=π/2 = 0. Various tested D values show that Γ̃max linearly alters with D. Due
to the detuned driving, one expects a finite value for Γ̃max as well beyond the
band edges. Interestingly, most of the chosen set of parameters are proper for a
true spin NESS and satisfy the above analytical expressions.

It is the time now to look at the k-components to see which values of k are
selected by the phonon driving. To do so, for the full range of ω0, we in Fig. 4.9
show uk0 for a few selected k across the Brillouin zone. As well-known up until
now from the resonance ω0 = 2ωkres , k = 0 and k = π should present the strongest
respective peaks at the band edges, respectively, at 2ωmin and 2ωmax. For other
in-band components k = π/4, π/2 + ϵ [ϵ = π/N is an offset from the band center,
where uk=π/2 = 0] and k = 3π/4, the peaks appear at respective frequencies
meeting the resonance condition ω0 = 2ωk. Thus k-selection on the basis of the
driving energy is rather accurate and it is well justified to believe in a “resonant”
wave vector, kres from ω0 = 2ωkres . Gathering all of these resonant wave vectors
leads to the black squares umax

k0 . The results are in agreement with the analytical
expressions provided in Eqs. (4.6) and (4.10), as presented by dotted red lines
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Figure 4.9: Average k-component of triplon occupation, uk0, in the NESS at fixed
parameters γph = 0.02ω0, a/γph = 0.2, g/J = 0.05, and γs/J = 0.01 shown as a function
of the driving frequency, ω0, for k = 0, π/4, π/2 + ϵ, 3π/4, and π; ϵ = π/N is an offset
from the band center, where uk=π/2 = 0. Black squares show the maxima, umax

k0 , of the
uk0 functions referring to different wave vectors kres across the Brillouin zone. At all
frequencies below the two-triplon band, ω0 < 2ωmin, the strongest peak is found in uk=0
and at ω0 > 2ωmax in uk=π. The analytical results provided in Eqs. (4.6) and (4.10)
are shown with dotted red lines in the band. The discrepancy observed at the band
edges between the analytic and numeric results originates from detuning effects.

in the band. Also, outside the two-triplon band, one may notice that each uk0

shows a pronounced below-band two-phonon process; the smaller peaks below
2ωmin. Averaging over all the peaks of k-components below the band minimum
leads to the peak at ω0 = ωmin in nx0.

4.1.4 A systematic study of the existence of NESS
Moreover, the collection of information from the obtained results can be improved
systematically and by generating multiple spin damping by restricting the triplon
occupation. Keeping the driving continuously would lead to heating of the system
on a finite timescale. In the case of the phonon sector, the Lindemann criterion in
Sec. 2.8 easily establishes that the lattice melting due to phonon driving would
become an issue for average phonon mode occupancies on the order of 10. On the
other side, we fix a criterion for the triplon occupation, nmax

x = 0.2 < 1, due to the
applied approximations. So, we should find the driving parameters systematically
such that the convergence of the coupled system does not hold anymore. In other
words, we intend to discuss the conditions under which a NESS can exist over
long driving times.

We begin with this criterion in Fig. 4.10 in which we show the threshold value of
the driving strength, (a/γph)t, as functions of spin damping and driving frequency,
required to drive the triplon occupation of the spin NESS below 0.2. From the
plot, it can be seen that when a small fraction of the leading magnetic interaction
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Figure 4.10: Threshold value, (a/γph)t, of the normalized laser electric field strength
required to achieve the maximum steady-state triplon occupation of nx = 0.2, shown as
a function of γs/J and ω0/J for fixed g/J = 0.05 and γph = 0.02ω0. We draw attention
to the three regimes of behavior below, in, and above the two-triplon bands, ω′

1 = 2ωmin
and ω1 = 2ωmax. Also one-triplon band is shown by the frequencies ω′

2 = ωmin and
ω2 = ωmax, where unlike Fig. 4.9 no additional structure is visible in (a/γph)t.

is damped to the bath (small spin dampings γs/J), the small driving (a/γph)t is
adequate at driving frequencies corresponding to the lower and upper edges of the
two-triplon band to meet the efficient triplon occupation ≤ 0.2. However, strong
driving is needed for the frequencies near the band center, below, and above the
band at the same spin dampings. The actually required reason for these behaviors
is interpreted by the direct relation of driving and damping effects in such coupled
systems. Moreover, in contrast to Fig. 4.9, (a/γph)t does not reflect the presence
of the two-phonon response feature around ω0 = ωmin, underlining that the nx0

values arising due to these processes are indeed small.

4.2 Harmonic decompositions of the spin NESS
From Fig. 4.3(b), we found a complex superposition of frequencies present in the
NESS. To deeply interpret the harmonic content of the spin NESS signal, it is
easy to apply the Fourier transform (FT) for understanding harmonic components.
Employing the following Fourier series for any observable O(t) appearing in a
NESS driven by any frequency ω,

O(t) =
∑
m

Ome
im ω t , (4.11)
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Figure 4.11: The temporal behavior of quantities (a) nph(t), (c) nx(t), (e) V (t), (g)
uk=0(t), and (i) uk=π(t) in the NESS at fixed a/γph = 0.2, g/J = 0.05, γs/J = 0.01,
and ω0/J = 1.5. Juxtaposed in the right panels (b), (d), (f), (h), and (j) show the
corresponding Fourier decompositions.

one finds delta peaks in the FTs properly up to the m-th harmonic. Note that we
refer to only one cycle of the NESS signal in our interpretation and those with
m = 0 are all real numbers, while any quantity with an integer subscript denotes
a Fourier component with real and imaginary parts. However, we here plot the
absolute value of all these components for meaningful descriptions.

In Fig. 4.11, we show in the left panels the temporal behavior of observables
in the NESS at ω0/J = 1.5, while juxtaposed in the right panels show the
corresponding harmonic decompositions. It can be seen that nph(t), nx(t), uk=0(t),
and uk=π(t) are dominated by the even Fourier components m = 0 and 2, while
V (t) is dominated by m = 1. The main reason can be traced back to the Eq. (3.26).
We noticed that in our model, the phonon displacement q(t) is a sinusoidal function
oscillating with frequency ω0 in the weak SPC regime, which is the same as the
frequency of oscillations in vk(t) and wk(t). So, m = 1 is the dominant component
in vk(t) and by extension in V (t). However, the leading order response in uk(t)
oscillates at frequency 2ω0 associated with a constant offset. By extension, nx(t)
shows harmonic components primarily at m = 0 and m = 2. It is expected to
see different response amplitudes for different k-components depending on the
driving frequency ω = ω0. For the case of ω0/J = 1.5, near the two-triplon band
minimum 2ωmin =

√
2, m = {0, 2} harmonics are expected to be larger in the
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Figure 4.12: Coefficients of the Fourier transforms of (a) nx(t) and (b) V (t) in the
NESS at fixed γph = 0.02ω0, a/γph = 0.2, g/J = 0.05, and γs/J = 0.01 shown as a
function of the driving phonon frequency, ω = ω0.

k = 0 component than k = π one. This happens in the opposite manner if one
considers ω0/J = 2.5, near the two-triplon band maximum 2ωmax =

√
6.

Although in nph(t), m = 0 and 2 are still dominant harmonics, it is observed
that m = 1 is also so close to m = 2 and one may argue that the phonon
occupation is dominated by m = 0, 1 and 2 harmonics at some point. This is a
direct consequence of strong feedback from the spin system, where in Eq. (3.24c)
the term g U(t)p(t) includes both 2ω0 and ω0 oscillations respectively for U(t) and
p(t).

In the previous figure, we focused on a special driving frequency ω0/J = 1.5. In
Fig. 4.12, to investigate the effect of the driving phonon frequency, the coefficients
of nx(t) and V (t) from m = 0 to 4 are shown systematically as a function of ω0/J

ranging from 0.05 to 3.5 covering all regimes below, in and above the two-triplon
band. Figure 4.12(a) is nicely confirming what we already claimed. nx0 and |nx2|
are indeed the dominant components of the triplon occupation for all frequencies,
except ω0 = ωmin. On the other hand, in Fig. 4.12(b), the |V1| component is
dominant. As expected from the resonance condition ω0 = 2ωk, the coefficients
show peaks at band edges 2ωmin and 2ωmax. Also, around ω0 = ωmin, which is far
from a direct resonance, a number of the harmonic components present a peak.

As Eqs. (3.26b) and (3.26c) show, the oscillations are indeed induced at 2ω0

because q(t) is multiplied by vk(t) and wk(t). So, vk(t) and wk(t) are strongly
enhanced when the second harmonic satisfies the resonance condition. This, in turn,
induces stronger first and third harmonic components in uk(t) [see Eq. (3.26a)],
in which wk(t) is multiplied by q(t) where it acts as a driving term at frequencies
(2 ± 1)ω0. This is sort of a harmonic mixing, in which |nx1| exceeds |nx2| around
ω0 = ωmin as well as |nx3| is also strongly enhanced. This is the case for |V2|
and |V3| around this frequency, where the peak of |V2| approaches |V1|. All these
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Figure 4.13: (a) Average triplon occupation, nx0, in the NESS at fixed γph = 0.02 ω0,
a/γph = 0.2, and g/J = 0.05 as a function of ω0 for different values of γs. The
band-edge features become increasingly prominent as γs decreases, as does the peak at
ω0 = ωmin, but for most other phonon frequencies far from the band edges and ωmin,
nx0 is insensitive to the spin damping. (b) Corresponding off-diagonal response, shown
by the dominant component |V1|.

justify the reason why the temporal behavior of the spin NESS displays more and
different features at below-band frequencies around ω0/J = 0.5 in Fig. 4.3(b).

From the above explanations, we conclude that the existing “frequency-
doubling” effects enhance the Fourier components around ω0 = ωmin. It should be
noted that the oscillation response at 2ω0 in nx(t) is not a doubling phenomenon
because this is an effect induced by the driven phonon and finally other triplon
degrees of freedom uk(t), vk(t) and wk(t). However, those around ω0 = ωmin

for the phonon and those around ω0 = 2ωmin for the triplon are real doubling
phenomena.

4.2.1 The influence of spin damping

It is possible to generate ensembles of spin dampings without approximately
prescribed small γs < γph. To investigate the effect of the spin damping γs on
the dominant responses in both nx0 and |V1|, we plot Fig. 4.13. To allow NESS
formation at all frequencies for the chosen driving parameters, we set nmax

x = 0.2
discussed before [less than the hard-core nature of nx = 1 due to the applied
approximations]. By this fixing of the triplon occupation, the lowest considered
spin damping is set to 0.005. From the results, it can be reported that at frequencies
far from a resonance with the edges of the band, nx0 in Fig. 4.13(a) is insensitive to
γs and it strongly decreases with γs around ω0 = ωmin and two-triplon band edges.
In Fig. 4.13(b), it is also clear that |V1| is insensitive to the spin damping outside
the two-triplon band. In contrast to nx0, |V1| does not show any response to γs

close to ω0 = ωmin since V (t) is generically chosen as the off-diagonal diagnostic
and it is a primary driving term in Eq.(3.26) rather than a driven term. For the
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Figure 4.14: A schematic representation of energy flows in the driven spin-lattice
system coupled to the phononic bath. All the energies are defined to be positive in the
direction of the arrows.

kinks at ω0/J ≃ 0.35 and 1.06 of Fig. 4.13(b), we just need to look at EoMs
corresponding to vk(t) and wk(t), i.e. Eqs.(3.26b) and (3.26c). Interestingly, the
kinks located at these driving frequencies are respectively the maximum values of
yk and y′

k at k = 0 of the one-triplon band [see Fig. 3.3], i.e. at ω0 = ωmin, where
the density of states are subdominant. These maximum values are symmetrically
located around ωmin in Fig. 3.3, which is also the case here; we see that the kinks
symmetrically appear around ω0 = ωmin. So, the main origin of these kinks comes
from the corresponding subdominant density of states.

4.3 Energy flow
While dynamical properties express that the SPC is an origin of energy transfer
between the driven phonon and spin sectors, it does make sense to focus on the
energy flows of individual parts for a fixed set of parameters. The energy flow
through the spin-lattice system is of interest for both conceptual and practical
purposes. If a true NESS is formed, the rate of energy power should be constant
in all stages of interaction from the driving to the dissipation. More precisely,
starting from the true Hamiltonian H of the actual system of interest, in Fig. 4.14,
a schematic of energy flows is represented. Accordingly, the input power is the
uptake of laser energy by the driven phonon, P L,P. Part of this input energy
goes into the SPC part, PP,SP, and part of which flows directly to the bath PP,B.
On the one side, the energy flow from SPC divides into two parts, one into the
spin system, P SP,S, and another one to the bath, P SP,B. On the other hand, the
induced energy to the spin system flows into the bath, P S,B. The lattice is the
modeled bath in this project and energy entering the bath from phonon, SPC, and
spin parts is crucially important in determining the temperature of the system.
This temperature is controlled by a large virtual modeled conducting heat sink.
Finally, the energy flow entering the heat sink after leaving the entire system is
PB,H. All these processes, indeed, mean that the sum rules between these energies
should be preserved in the end.

From Fig. 4.14 and Eq. (3.24), the energy flow from the laser into the Einstein
phonon, from this phonon to the bath and the SPC part at zero temperature can
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be found, respectively, as [169]

P L,P(t) = − E(t)ω0p(t) , (4.12a)
PP,B(t) = γphω0nph(t) , (4.12b)
PP,SP(t) = gω0 [U(t) + V(t)] p(t) , (4.12c)

resulting in the sum rule P L,P
0 = P

P,B
0 + P

P,SP
0 for the temporal averages of each

power in the NESS.
The energy flow from the SPC part to the bath is expected to be a combination

of the phonon and spin dampings. For this reason, we are allowed to stick to Eq.
(3.17) to simply deduce

⟨Hsp⟩ (t) = gq(t) [U(t) + V(t)] . (4.13)

It is known that power is the rate at which energy is transferred in time. So, after
pretty simple calculations [see Appendix G], we end up with

∂

∂t
⟨Hsp⟩ (t) = PP,SP(t) − P SP,S(t) − P SP,B(t) , (4.14)

in which

P SP,S(t) = 2gq(t)
N

∑
k

y′
kωkwk(t) , (4.15a)

P SP,B(t) = gq(t)
(γph

2 + γs
)

[U(t) + V(t)] . (4.15b)

It satisfies our expectation on the energy flow from the SPC to the bath above-
mentioned: This energy flow balances the sum rule PP,SP

0 = P
SP,S
0 + P

SP,B
0 .

Due to the SPC term, the spin system receives some energy. The energy flow
from the SPC part into the spin system and from the spin system into the bath
can again be extracted from Fig. 4.14 and Eq. (3.26) at zero temperature, given,
respectively, by P SP,S(t) in Eq. (4.15a) and

P S,B(t) = γs

N

∑
k

ωkuk(t) , (4.16)

leading to the energy conservation P
SP,S
0 = P

S,B
0 on the time-averaged values in

the NESS. Moreover, after damping and transferring the input energy through
the above-formulated ways, the energy flow leaving the entire system and going
into the heat sink is equal to the energy flows entering the bath, i.e. the last sum
rule in the NESS can be met as PP,B

0 + P
SP,B
0 + P

S,B
0 = P

B,H
0 .

Figure 4.15 shows how the energy flows behave with the driving frequency
ω = ω0. From Fig. 4.15(a), we observe that the majority of the laser energy flows
directly to the bath [see the dashed-red and solid-blue lines], while PP,SP

0 as the
energy flow towards the spin system via the driven phonon is always relatively
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Figure 4.15: Average energy flows through the driven spin-lattice system coupled to
the phononic bath, depicted in Figs. 3.2 and 4.14, as a function of ω = ω0 at fixed
γph = 0.02ω0, a/γph = 0.2, g/J = 0.05, and γs/J = 0.01. (a) Power absorbed by the
driving phonon from the laser field (P L,P

0 ), power dissipated directly to the bath from
this driven phonon (P P,B

0 ) and the power transferred towards the SPC part from this
phonon (P P,SP

0 ). For clarity the powers are normalized to ω2
0 and the solid (dotted) line

in P
P,SP
0 stands for for a positive (negative) power. (b) Once more power transferred

towards the SPC part (P P,SP
0 ), power delivered to the spin system from SPC part

(P SP,S
0 ), power entered the bath by the SPC part (P SP,B

0 ), and power dissipated by the
effect of the bath on the spin system (P S,B

0 ).

small. The solid blue line in Fig. 4.15(a) shows that the absorption peak is actually
suppressed when ω0 lies in the spin band, most strongly so for phonons resonant
with 2ωmin and 2ωmax. This phenomenon is called a “giant self-blocking” effect
[see next chapter for more details], which appears initially to be in contrast to
common-sense expectation, as one might expect stronger absorption when more
system degrees of freedom are at resonance with the incoming laser. However, it
should be pointed out that the spin system is not coupled directly to the light,
being only coupled to/excited by the driven phonon. This situation, in turn,
introduces the spin system just as an extra “inertia” in the coupled spin-lattice
system to force the driven phonon to move. It is not contributing to weakening
the self-blocking effect. The reason can be understood from Eq. (3.26c) in which
the spin system acts against E(t) through the SPC, not directly through the laser
field itself, making it more difficult for the phonon to draw energy from the laser
electric field. This process blocks most of the input energy from the laser in the
lattice part and a few percent of the input energy is transferred to the spin system
through the SPC.

To compare the energies flowing into and out of the SPC term, we show once
more PP,SP

0 in Fig. 4.15(b). From the second sum rule PP,SP
0 = P

SP,S
0 + P

SP,B
0 ,

the difference between P
P,SP
0 and P

SP,S
0 is P SP,B

0 . While at very low and very
high driving phonon frequencies, |P SP,B

0 | becomes a more significant fraction of
the energy in the spin system, it remains at the percent level for all driving
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Figure 4.16: (a) The first sum rule, P
L,P
0 = P

P,B
0 + P

P,SP
0 , and (b) the second sum

rule, P
P,SP
0 = P

SP,S
0 + P

SP,B
0 , as a function of ω = ω0 at fixed γph = 0.02ω0, a/γph = 0.2,

g/J = 0.05, and γs/J = 0.01.

frequencies within the two-triplon band, meaning that the SPC part of the system
does not act to store significant energy at non-resonant frequencies, but in essence
transmits it from the phonon to the spin system as expected physically. In general,
this energy is, in turn, a very small fraction of the total (laser) energy flowing
through the system, which in turn, means that the SPC term as a perturbation
in the mean-field approach is well justified and neglecting the higher spin-phonon
correlations is not an issue. Having all these energy flows, the total output energy
flows PB,H

0 can simply be calculated. Finally, it is valuable to mention that in
Figs. 4.13(a) and 4.10 an asymmetrical behavior could be observed for the spin
responses around the band edges, however, in the case of respective energies,
P

SP,S
0 and P

SP,S
0 , in Fig. 4.15(b), an almost symmetrical behavior emerges. This

originates from the extra symmetrical factor triplon dispersion ωk in Eqs. (4.15a)
and (4.16).

The sum rule results can also be checked separately by summing up the related
energies. Note that the results of the third sum rule, i.e. P SP,S

0 = P
S,B
0 , is already

established in Fig. 4.15(b). However, in Fig. 4.16, we use Eqs. (4.12) and (4.15) to
showcase the validity of the first and second sum rules with the same parameters
used in Fig. 4.15. To facilitate comparisons, we use the same colors as in Fig. 4.15.
As discussed before, we nicely achieve an excellent agreement between the energy
flows in satisfying the physical sum rules between different parts of the coupled
system. Further information and more involved treatments with SPC can be
found in the next chapter.

In an absorption experiment, P L,P
0 (as mentioned before, we use the notation

X0 in the case of off-resonant ω ̸= ω0) is mostly measured since it is the fluence
taken up by the coupled spin-lattice system. So, for experimental interests, we
would pump the system at all frequencies beyond the resonance condition, i.e.
at ω ̸= ω0, to see how the input power reacts to the phonon coupled to the
spin system. However, we still expect the dominant absorption at ω = ω0. For
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Figure 4.17: P L,P
0 shown as a function of ω for γph = 0.02ω0, a/γph = 0.2, g/J = 0.1,

and γs/J = 0.01, for systems with one phonon at a frequency (a) ω0/J = 0.5, (b)
ω0/J = 2.0, and (c) ω0/J = 3.0.

ω0/J = 0.5, 2.0, and 3.0, Fig. 4.17 satisfies this expectation associated with the
fingerprints of the responses at band edges, which are not as strong as before due
to sufficiently far phonons from the band edges as well as due to weak SPC. It
should be shortly discussed that in our model, there is no probing field and delay
time of extra probe driving in the NESS – pumping is the only field driving system
into the non-equilibrium. Further suggestions or experimental realizations of an
effective pump-probe situation will be departed in chapter 7 from what we had so
far and we will introduce the probing field as well for practical investigations.

4.4 Discussion on the heating issue
We come back to the issue already mentioned in the discussion of driving strength,
namely the fact that keeping continuous driving unavoidably leads to heating
of the system. For this reason, remediation is necessary to avoid destroying the
coherence of the system. To get a quantitative understanding of how the energy
distribution can be tuned, we provide a rough estimate of the heating of the
sample subjected to the applied continuous laser field. In this estimation, the
target material is the inorganic compound CuGeO3 [see Fig. 3.1 and Sec. 3.1]
with a large SPC. Although the SPC is large in this material, our estimation
would still be valid for the weak-coupling regime we considered up until now.
As mentioned before, the leading magnetic exchange constant J in CuGeO3 is
around 10 meV [159]. We assume that a phonon driving the system near 2ωmin

of the two-triplon band also has this order of magnitude energy to modulate
the dimerization, i.e. ℏω0 = 10 meV ≈ 2.4 THz. In Fig. 4.15, we understood
that the most of input energy is absorbed by the phononic bath, so, to estimate
the dumped power per spin dimer (because the phonon is coupled to two spins
in a dimer), it is reasonable to use P

P,B
0 = γphω0nph0. Considering the fixed

parameters a/γph = 0.2 (nph0 ≃ 0.04 for decoupled and weak-coupling situation)
and γph = 0.02ω0, one finds [1 s = 1012 THz−1 = 2.5 × 1012 ℏ/J ]

P
P,B
0 = 1.93 × 10−11 J · s−1per dimer , (4.17a)

P
P,B
0 Na

2 = 5.81 × 1012 W per mole of spins , (4.17b)
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where Na = 6.022 × 1023 mol−1 is Avogadro’s constant. In the above estimate, we
have taken two spins per dimer into account, i.e. a mole of CuGeO3 comprises
only half a mole spin dimers. Also, 2πω0 is considered to include the frequency of
the optical phonon.

To heat up the sample from Ti = 0 or 2 K up to Tmax = 20 K [considering it as
the maximum temperature after which the quantum coherence of spin processes is
destroyed], the time required for the driven system before destroying the coherence
in the absence of any cooling apparatus is given by

P
P,B
0 th =

∫ Tmax

Ti
Cph dT , (4.18a)

th = β

4PP,B
0

[T 4
max − T 4

i ] , (4.18b)

where Cph = βT 3 is the pure-phonon low-temperature specific heat of CuGeO3

with β ≈ 0.3 mJ/(mol K4) [223]. Thus, the time required to reach Tmax is
th ≈ 2.06 × 10−12 s, or 5.16 ℏ/J , which corresponds to only 5 cycles of the driving
phonon and is fairly too short by a factor of several hundreds when compared
with our results. This, in turn, means that the system melts if we keep driving,
which is outside the scope of present experimental goals, see the first chapter of
this thesis. So, we turn to a mechanism to make the sample cool by the heat sink.

To address the effect of the heat sink, the sample dimensions and the thermal
conductivities to remove heat from the sample need to be introduced. We consider
a thin sample with a thickness of d = 20 nm. It is not hard to find the mass per
mole formula unit of 184 g for the compound CuGeO3 according to the periodic
table of elements, which corresponds to 1 mole of spins. Also, one immediately
deduces the mass density of 5.11 g.cm−3 [224]. For a sample of area A = 1 mm2

and the molar density ρ = 5.11/184 = 28 × 10−3 mol.cm−3, the required laser
power to be transported through this area of the sample to the heat sink is given
by

Plaser = AdρP
P,B
0 = 3.25 kW . (4.19)

On the other hand, for the rate at which heat leaves the sample (the rate of heat
loss), one needs the thermal conductivity of CuGeO3, which an approximate value
for the cross-chain direction at low-temperature is κ = 0.1 W.K.cm−1 [225]. By
these, we calculate

Pκ = κA
Tmax − Ti

d
= 9 kW . (4.20)

These show that the heat sink should be a highly conducting metal able to remove
the input power efficiently, see Fig. 4.18, and thus no bottleneck should arise due
to its thermal contact or the thermal conductivity. However, metals are not known
to have a high heat capacity, and thus we estimate the thermal energy that could
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Figure 4.18: Proposition of a simple experimental setup for the effect of a high-quality
Al heat sink at temperature Tf with a sample (CuGeO3) thickness and area, respectively,
20 nm and 1 mm2.

be taken up by a metal block. To this end, we consider a high-quality Al (residual
resistivity ratio RRR = 30) with kAl = 1 W.K.cm−1 and the low-temperatures
specific heat of CAl = 0.05T J. K−2.kg−1 [226]. Thus for a block of Al with the
mass m = 1.35 g [226], the time to overheating of the block by increasing the
temperature from Ti = 0 or 2 K to the temperature of the heat sink Tf = 5 K is
given by

Plasertsink = m
∫ Tf

Ti

CAl dT = 0.025m[T 2
f − T 2

i ] J. K−2.kg−1 , (4.21)

leading to

tsink = 2.1 × 10−7s ≈ 5.4 × 105 ℏ/J , (4.22)

which corresponds to over half a million cycles of the 2.4 THz driving phonon.
Thus, an Al heat sink has plenty of reserve capacity for the purposes of a NESS
experiment and the computed long-time behavior is readily observable. So,
experiments of the type we discuss to establish and to control bulk quantum spin
NESS are possible in real magnetic materials if one prepares the system with a
thickness in the range of tens of nanometres.

4.5 Experimental perspectives
Although in most of the analysis for the real applications and estimations, we
used the inorganic compound CuGeO3, another excellent example realizing quasi-
1D alternating spin-1/2 chains is Cu(NO3)2 [166], which anisotropy is absent in
this compound, the SPC is not strong, and the second-neighbor interactions are
negligible. However, the magnetic energy scales in this material are lower by a
factor of 20 than the test-case numbers presented before. This, in turn, means
that a different balance of slower heating rates, slower convergence to NESS, and
altered damping ratios come up.

Considering the spin sector alone, our present formalism can readily be extended
to alternating chains with different gap-to-bandwidth ratios, e.g. 1D gapped spin
system of even-leg spin-1/2 ladders and Haldane (spin-1) chains. Also, Sr2CuO3
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and SrCuO2 cuprates are described by the spin-1/2 large-J Heisenberg spin
chains with weak SPCs at T ≪ J [107, 227–229]. 1D Heisenberg spin-1/2 chain
compound Ca2CuO3 can also be another candidate in this regard [230]. More
complex spin sectors include anisotropic systems such as Ising and XY models
without magnetic order, gapless spin chains, and gapped or gapless non-ordered
states in higher dimensions. Here the challenge is not only to find a suitable
framework in which a complex correlated spin sector can be described, especially
if this is changed by using laser driving to push it across a magnetic quantum
phase transition, but also to deal with the situation where the excitations of the
spin system extend to arbitrarily low energies, thus interacting strongly with even
the acoustic phonons. Also, accurate lattice dynamics calculations are necessary
to obtain the phonon modes and frequencies, and the corresponding oscillator
strengths.

4.6 Chapter summary
In this chapter, the quantum NESS of a driven-dissipative gapped dimerized
spin-1/2 chain under continuous driving, is investigated. In summary, we have
been involved with special treatments for the laser (weak driving), for both lattice
and spin sectors (weak SPC), for the quantum master equation method (thermal
bath without memory), the fast and slow convergence processes to the NESS in
the entire system (adiabatic, resonant and antidiabetic regimes), the exchange
coupling strengths (the dimerized chain), the mode occupations (low triplon
occupation and the Lindemann criterion), and the low-temperature system (heat
sink).

The transient behavior at switch-on and relaxation at switch-off are studied.
At switch-on, a complex phenomenology is found where even the weakly-coupled
system can be driven close to thresholds, in triplon occupation and rate of
excitation, at which its characteristic timescales are renormalized strongly. The
NESS amplitude shows a dramatic sensitivity to the frequency of the driving
phonon, peaking strongly at the upper and lower edges of the two-triplon band.
Additionally, the spin NESS and its k-components response to the driving electric
field, to the lattice and spin damping coefficients, and to the SPC, causing a rapid
onset of strong mutual feedback between sectors, are studied.

The Fourier transform is employed to analyze the components of the spin
NESS appearing at different harmonics of the driving frequency even in the
weak-coupling regime. The energy flows through the coupled spin-lattice system
associated with different dissipation effects are computed, highlighting the giant
self-blocking effect, whereby the lattice system absorbs most of the laser power.
Finally, heating timescales and the practical requirements are discussed in the
form of sample geometry and cooling capacity via a conducting heat sink.





5. Strong coupling regime:J-model

In this chapter, the weak-coupling regime is extended to involve more degrees
of freedom in the system and to obtain additional physics, which all are also
described by the same derived EoMs. This, in turn, renders the opportunity to
observe new phenomena and provides a first testing ground for the application
of the regime in possible materials. The strong SPC makes the dynamics more
intricate, since it comes into play role in blocking some flowing energies in different
frequency regimes and in significantly showing the spin feedback effects. The
interplay between strong SPC, driving parameters, and dissipative dynamics in
tuning the stability of nonequilibrium order and in determining novel different
types of hybrid stats in both lattice and spin sectors are the overarching themes
of this chapter.

We, in Sec. 5.1, will first look into the behavior of the system occupations at
switch-on and switch-off processes in the presence of both weak and strong SPCs,
focusing on their temporal behavior and universal properties. This distinguishes
the weak- and strong-coupling regimes in another way compared to the previous
chapter. Also, a systematic study of occupations as functions of SPC including
both weak and strong couplings will be provided. In Sec. 5.2, the giant resonant
self-blocking effect between the driven phonon and spin excitation frequencies will
be presented. In Sec. 5.3, the SPC-induced frequency shifts in both lattice and
spin systems are included due to the lattice vibrations (phonon displacement).
This includes a description of the hybrid states, SPC dependence of triplon mode,
and multiphonon (still weak) processes. In Sec. 5.4, the strong SPC effects on the
input energy flow will be addressed. Finally, a chapter summary will be given in
Sec. 5.5. Most of this chapter has been submitted as a Letter Article to Physical
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Review Letters [170].
Before delving into the analysis of the results, we briefly review the set of

parameters, see the details in Ref. [169] and the previous chapter. Due to the
weak coupling of a single Einstein phonon to an ensemble of phonons (bath), we
set the phonon damping to a very small value, e.g., 2% of the phonon energy ℏω0,
i.e. γph = 0.02ω0. Further, the spins are in general damped to the bath weaker
than Einstein phonon, i.e. γs < γph holds valid, thus we set γs/J = 0.01. For the
amplitude of the laser field, for our systems under consideration with magnetic
interaction J ≃ 10 meV, a ≃ 2 meV to 4 meV is experimentally achievable [134].
So, we set the reliable a/γph = 0.2 to be weak enough to avoid lattice melting
as well [185]. To ensure that the laser excites the phonon, we first apply the
pumping field setting ω0 = ω and then set ω0 ̸= ω to figure out what happens to
both phonon and spin-band frequencies. Here it should be mentioned that we still
use the notation X0 for average quantities at ω0 = ω to distinguish the resonant
and off-resonant (X0) responses in the NESS. As for the SPC strength, the upper
limit of g = J/2 ≃ 5 meV is considered, consistent with CuGeO3 and (VO)2P2O7

compounds [157, 159–165].

5.1 Characterization of strong coupling regime
Shown in Figs. 5.1(a) and 5.1(b) are respectively nph(t) and nx(t) for different
SPCs. Here, the switches on and off of the drive field are thought to happen instan-
taneously with the driving beginning at time t = 0 and relaxing at t/J−1 = 1500
(when the laser field is switched off). Although the responses of the resonant
regime between the driven phonon and spin excitations, ω0 = 2ωk, will be domi-
nated by the density of spin states and the leading harmonics, the fingerprints
of the low-frequency regimes on the responses in the presence of strong SPCs
are of interest as well. We set ω0 = ωmin to see the harmonic mixing hiding in
the complex waveforms in the NESS signal. Both quantities oscillate with time
and continuously reach a NESS. From the previous chapter, we learned that the
timescale for which the NESS is reached is 2/γph for all quantities in the phonon
sector. However, the timescale is 4 to 5 times larger than 1/γs expected from
Eq. (3.26a) for nx(t), which stems from the fact that the phonon momentum
comes into play role in pumping the spin system and an extra damping from the
phonon is induced to the spins, shown by the function f(ga/γph, ω0, ωk) < γs in
the figure. This timescale manifests itself in the number of cycles for which the
NESS is reached such that at g/J = 0.3 one cycle, while a few numbers of cycles
are required for the convergence at a stronger g/J = 0.5.

If we set another ω0 = 2ωmin in Figs. 5.1(c) and 5.1(d) with the same set of
parameters, the same phenomenon emerges as g is increased, but the delay time
is much shorter in this driving frequency because of extreme strong suppression
of phonon occupation (it is difficult to have different occupations corresponding
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1Figure 5.1: Time evolution of the (a) phonon occupation nph(t) and (b) triplon
occupation nx(t) with the driving turning on at time t = 0 and turning off at t/J−1 =
1500. The set of parameters: N = 2000, γph = 0.02 ω0, a/γph = 0.2, γs/J = 0.01, and
ω0 = ωmin. The same for ω0 = 2ωmin in panels (c) and (d).

to various SPCs at the same scale). Accordingly, much more cycles are required
to converge the NESS in both sectors due to the mutual feedback effects.

We note that, when the driving is removed after 1500 time steps (or at another
arbitrary step) in the NESS signal, the systems back to their initial states, i.e.
their equilibrium state, with the same timescales aforementioned. There is an
interesting physics in the transient process when weak and strong g is considered,
that needs to be discussed. In the language of strong SPC, there exists a strong
feedback effect from the phonon-driven spins such that the phonon occupation
after a specific time step pulls down first and departs significantly to a new NESS
then [not to the square of maximum displacement (a/γph)2]. In fact, nph(t) intends
to catch (a/γph)2, but it is suppressed by the driven triplon modes. On the other
hand, the specific time step above-mentioned decreases with g, leading to fast
convergence to the NESS associated with new short-time oscillatory behaviors.
Moreover, from Fig. 5.1(a), one can see that the phonon occupation in general
decreases with g, which can be understood from the fact that nph(t) reflects the
driving of the phonon momentum p(t) [see Eq. (3.24c)] and the bonding between
phonons and spins increases as the SPC is increased because the spin acts as an
extra inertia (perturbation) for the laser-driven phonon, leading to the reduction
of phonon momentum and eventually phonon occupation.

One allows to conclude that the decreasing transient trend for phonon occu-
pation occurs after a critical g value, which depends on the driving frequency.
This critical SPC divides the weak and strong regimes of the SPC depending on
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the low, intermediate, and high frequency regimes. Similar to the phonon sector,
the spin sector transient is also affected by strong SPCs, resulting in short-time
oscillatory behaviors, as represented in Fig. 5.1(b), and a suppression of nx(t).
The main reason of such a complex behavior can be explored from the existing
higher harmonics in the strong SPC regime, which will be addressed in the next
figures. In other words, the spin system is going to be blockade at strong SPCs
due to its stronger negative feedback effect (known as the giant self-blocking
effect in the following) on the laser-driven phonon and by this the spin system
approaches its behavior in the equilibrium case.

It is important to pause for a moment and find out the timescale for which
nph(t) starts to pull down due to the spin feedback effects. The fitting function
shows that the phonon occupation decays as 1/[γs −f(ga/γph, ω0, ωk)], at relatively
short times, see the representative fitting dotted curve. This function can be
characterized numerically, however, we here provide our physical expectations on
the functionality of f . As explained before, the phonon occupation pulls down
after a critical SPC due to the feedback effect from the driven spin system, thus, f
should be a function of ga/γph, i.e. of the driving amplitude of the spin system. On
the other hand, the driving frequency ω0 exhibits a high sensitivity of the phonon
sector to the resonance exciting, resulting in a ω0-dependent f . In particular,
the SPC varies the background, on top of which the resonance phonons become
more or less bonded. Following the spin feedback effect, the triplon modes k also
play crucial roles in recognizing the decaying rate. Involving the simultaneous
emission of several Einstein phonons due to the coupling to the spins can strongly
reduce the phonon lifetime manifesting itself in a decay process. Note that this
process is not a directly laser-induced process in the present work and only the
SPC is responsible for the multiphonon transition rate. All these together lead
to the general expression f(ga/γph, ω0, ωk). In special cases, this function agrees
perfectly with the presented analytical solutions in the previous chapter, while
in the generic case, comparison with our numerically NESS, yields equivalence.
Another straightforward remark on f refers to its envelope oscillatory behavior
at short times at strong g values, consistent with the reported Bessel function of
the first kind in the above-mentioned special case [169]. This function is typically
accompanied by the extra γs in the decaying rate, which is again present due to
the direct reflection of the spin system.

5.1.1 Late-time behavior of signals in the NESS

We henceforth return to the question raised in the introduction: What is the
effect of strong SPC on the observed NESS? To obtain the steady state situation,
we focus on the long-time oscillations of both nph(t) and nx(t) deduced by their
average value in the NESS, nph0 and nx0, thus all curves are symmetrized around
zero in Figs. 5.2(a) and 5.2(b). For simplicity, we present only strong g values
compared to a weaker one g/J = 0.05. There are two important points about
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1 1

Figure 5.2: Long-time behavior of the (a) phonon occupation nph(t) and (b) triplon
occupation nx(t) deduced respectively by their average nph0 and nx0 in the NESS at
N = 2000, γph = 0.02 ω0, a/γph = 0.2, γs/J = 0.01, and ω0 = ωmin. The same for
ω0 = 2ωmin in panels (c) and (d).

the formed NESSs in the presence of strong SPC as general principles. First is
similarity in the oscillation frequency of both weak and strong SPCs such that both
sector observables oscillate with the frequency 2ω0 stemming from the phonon
momentum multiplied by the laser field [see Eq. (3.24c)]. Thus, the frequency-
doubling effect after driving occurs. However, there is a shift in the long-time
oscillations in the presence of SPCs such that [2ω0t+ φ] is the new argument in
both nph(t) and nx(t) with phase 0 ≤ φ < 2π, implying that the cycles are not
started at the same points. These SPCs and frequency ω0 = ωmin are probably
good descriptions for highlighting these points, however; other frequencies can
be systematically addressed because the shift above-mentioned can be different
in other frequency regimes. Second point immediately refers to the complex
NESS signals in time reflecting the stronger multiple harmonic effects in the
strong SPC regime compared to the weak regime, meaning that the responses are
dealing with complex non-sinusoidal functions. It is necessary to mention that
the detailed analysis of the SPC effect on the harmonic components is needed for
a deeper understanding of the physics behind the behaviors. This can be done
by performing Fourier transform of the NESS signal, see Fig. 5.17. It would be
useful for experimentalists to stress that the quantum NESS is reached at sort
of short times, which in turn, means that it is not needed to drive the system
long-enough to meet the NESS. With up to 10000 dimers, we have checked that
the current set of reliable parameters have no finite-size effects, allowing us to
obtain the NESS in the thermodynamic limit. The same arguments are valid for
a resonant frequency ω0 = 2ωmin in Figs. 5.2(c) and 5.2(d).

It is also worth establishing the existence of a pure NESS signal looking at
NESS at different time steps. In doing so, we compute Fig. 5.3 where nph0 is
obtained by averaging during its time evolution towards a NESS up to seven
digits accuracy over different time intervals, namely ∆ti with i ∈ {1, 2, 3, 4, 5},
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Figure 5.3: Averaged phonon occupation in the NESS signal, nph0, for five ∆ti with
i ∈ {1, 2, 3, 4, 5}, corresponding respectively to the time intervals [900, 1000], [4900, 5000],
[11900, 12000], [24900, 25000], and [49900, 50000] at N = 2000, a/γph = 0.2, γs/J = 0.01,
g/J = 0.3, γph = 0.02 ω0 and different driving frequencies ω0/J .

corresponding respectively to the time steps [900, 1000], [4900, 5000], [11900, 12000],
[24900, 25000], and [49900, 50000]. For comparison, we also consider different
driving frequencies at the same set of parameters as Fig. 5.2(a) and at a strong
SPC, g/J = 0.3. The true NESS is corroborated by reasonably good data lines
independent of the time interval, hence these simulated lines correspond to a
“true” NESS response profile.

5.1.2 NESS occupations in the strong SPCs

Following this scheme, it is now the time to determine the critical ω0-dependent
SPC characterizing the weak and strong SPC regimes. To do so, we plot the
resonant average occupations nph0 and nx0 in the NESS as functions of g/J in
Fig. 5.4. We focus on below, in, and above the two-triplon band frequencies.
Although after the critical gc ≃ 0.08J (except at ω0/J = 1.5, which is related to
the giant resonant responses or self-blocking effect; see next section), the phonon

Figure 5.4: (a) Phonon and (b) triplon occupation response at fixed N = 2000,
γph = 0.02 ω0, a/γph = 0.2, and γs/J = 0.01 as a function of g/J for various frequencies
ω0/J .
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Figure 5.5: Average k = 0, π and kres-component of the dressed triplon occupation,
nx0 response at fixed a/γph = 0.2, γs/J = 0.01, N = 2000, and γph = 0.02 ω0 as a
function of g/J at ω0/J = 1.7.

sector displays the strong (nonlinear) SPC regime, which is approximately a good
scaling independent of the driving frequency, the trend strongly depends on the
driving frequency in the spin sector and can not be generalized. This treatment
of the spin sector will be understood in the next figures from the strong coupling
to the Einstein phonon for which the strong responses and/or self-blocking effect
results in an irregular behavior of the triplon occupation over a wide range of
phonon frequencies. In fact, the strong and/or nonlinear regime of the SPC is
dedicated to the intense deviation from the linear trends at which both phonon
and triplon occupations are strongly suppressed. As expected from the resonant
condition ω0 = 2ωk, the phonon frequency ω0/J = 1.5, which is so close to the
lower limit of the band, shows the strongest suppression in nph0 and strongest
increase in nx0 for g/J ≤ 0.2 among all other cases.

To stress once more that the resonant momentum is mostly contributing to
the spin response, we plot Fig. 5.5 for k = 0, k = π and k = kres components at
an arbitrary driving frequency inside the band, ω0/J = 1.7, and at the same set
of parameters as Fig. 5.2. The k = 0 component is larger than k = π because the
triplon frequency corresponding to this mode, 2ωmin, is closer to the considered
driving frequency ω0/J = 1.7. However, the resonance mode kres ≃ 0.313 π
corresponding to ω0/J = 1.7 shows the maximum response compared to other
modes. The main reason of the peak in ukres,0 originates from the nonlinear
behaviors of both sectors at strong SPCs, namely the giant resonant self-blocking
effect, see below.

5.2 Giant resonant self-blocking effect
Figure 5.6 presents the resonant ω = ω0 dependence of nph0 in the NESS at
a/γph = 0.2 and γs/J = 0 (0.01) for g = 0 (g ̸= 0). We once more stress that the
strongest responses of both phonon and spin systems to g/J ̸= 0 is dedicated to
the driving frequencies within the two-triplon band, i.e. at 2ωmin ≤ ω0 ≤ 2ωmax.
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Figure 5.6: Average phonon occupation response to the resonant driving frequency
ω = ω0 for different SPCs at fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, and
γs/J = 0.01.

In the low-frequency (below two-triplon band) limit, the suppression of nph0

at ωmin in the strong SPC regime manifests itself with a small kink, which is
stronger than the one at ωmax, originating from the DOS features [see Fig. 3.3(b)].
This is also the case for respectively 2ωmin and 2ωmax; the resulting suppression is
stronger at 2ωmin. For the in-band frequencies, it exhibits the expected strongest
responses corresponding to the resonance frequencies ω0 = 2ωk. However, the
band’s mean frequency ω0/J = 2 is seen to get close to the NESS in the decoupled
phase, nph0 = (a/γph)2 = 0.04, provided that the triplon mode is replaced by
k = π/2 at this frequency, where the spin feedback effect stemming from this
perpendicular triplon mode is quite weak. Thus, one expects 0.04 for the phonon
occupation at this frequency, however, the main reason of nph0 < 0.04 at this
frequency for g/J > 0.3 backs to the prefactor yk [see Eq. (3.12)], which is not zero
at k = π/2 and takes a role associated with the SPC in the EoMs. In the high-
frequency (above band) limit, referred to as Floquet limit, the occupation of the
triplon mode excitations is negligible and there is no substantial excitation affecting
the phonons. For this reason, the results start to fall in 0.04 at ω0 > 2ωmax.

Nevertheless, it is somewhat remarkable that the suppression of phonon
occupation at strong SPCs provides a strong self-blocking effect. Small phonon
occupation (about three orders of magnitude) is the sign of this effect. As explained
before, this effect can be associated with the energy flows physics such that the
laser field forces the Einstein phonon to move by inducing the energy power
−E(t)ω0p(t) [see the first term of Eq. (3.24c)]. On the other hand, the output
energy from the driven phonon to the bath due to the damping is measured by
γphω0nph(t) [see the third term of Eq. (3.24c)]. This is unexpected so far as strong
SPC is always in the strong-perturbation regime for the step driving and more
degrees of freedoms should be involved in the theory, whereas spin system acts
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Figure 5.7: (a) Average triplon occupation response to the resonant driving frequency
ω = ω0 for different SPCs at fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, and
γs/J = 0.01. The normalized nx0 to nph0 is presented in (b).

as a perturbation (extra inertia) and the coupling to the spin system forces the
driven phonon to move anyway during the coupling protocol, which leads to a
finite value for the temporal average of phonon displacement (and/or momentum)
[see chapter 7 for more details]. However, the input energy does not deliver to
the spin system through this coupling and a percent level of the laser power is
transferred into the spin system; most of it is already absorbed by the lattice
sector. This, in turn, is expected to block parts of the input energy by the phonons
at the spin-band edges. Thus, the spin system itself is the main origin of blocking
of the uptake energy from the driven phonon; that’s why we call it a self-blocking
effect. With referring to the mean-field approximation, see the second term of Eq.
(3.24c), part of the input power which is the uptake of laser energy by the driven
phonon drives the spin sector through the effect of SPC. This part is quite small
at strong SPCs in the adiabatic limit ω0 < 2ωmin, which the properties of the
system may be rarely affected by phonon dynamics, resulting in strong deviations
from nph0 = 0.04, the so-called off-resonant self-blocking effect. In addition to the
mean-field approximation effect, the two-phonon process at a low-frequency limit
satisfying 2ω0 ≃ 2ωmin comes into play role in determining the response of the
system. Thus, the explicit validity analysis for the off-resonant self-blocking effect
belongs to the favorable effect of low frequencies at small perturbation, and for
large perturbations, intermediate and high frequencies are the proper ones.

To integrate out the response of both phonon and spin sectors, with the same
set of parameters similar to Fig. 5.6, the average of the triplon occupation in
the NESS is represented in Fig. 5.7(a) as a function of the driving frequency for
different SPCs. In the band, the response is conventional: two large-amplitude
shoulders around the band edge frequencies correspond to two-spin excitations,
balanced by a few small peaks at below band frequencies {ωmax, ωmin, 2ωmax/3}.
The latter is an outcome of the multiphonon process [which is not strong except at
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Figure 5.8: Average (a) k = 0, (b) π/4, (c) 3π/4 and (d) π-component of the triplon
occupation at fixed a/γph = 0.2, γs/J = 0.01, N = 2000, and γph = 0.02 ω0 as a function
of driving frequency ω0/J for different SPCs.

ωmin where the two-phonon process becomes strong with SPC] induced to the spin
sector by the driven phonon. On the other hand, the response below the band
regime displays a striking qualitative change at ω0 = ωmin as g/J = 0.3 crosses
over other SPCs. Again, the nontrivial large behavior of the spin responses in
the adiabatic limit originates from the mean-field decoupling approximation, for
which the phonon dynamics is not important at strong SPCs and the two-phonon
process occurs for which the response of the system tries to satisfy the condition
2ω0 ≃ 2ωmin. However, it is important to realize that the instability in the
position of peaks at band edges arises at strong coupling. Without referring to any
approximation, it is clear that it is due to the self-blocking effect that emerged in
nph0, unbalancing the energies and eventually responses in the two-triplon band.

To confirm the latter interpretation, we proceed now with the normalized
triplon occupation to the phonon occupation in the resonance condition, i.e. to
nph0 shown in Fig. 5.6. In this case, Fig. 5.7(b) shows that when the self-blocking
effect is removed, as the system is described by the triplon occupation only, the
nontrivial behaviors are gone and nx0 is gradually increased by g; the origin comes
from the unimportant phonon dynamics at strong SPCs such that the triplon
system plays the main role in the dynamics. The resulting picture shows then
the strongest responses at band edges without any instability in the position
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Figure 5.9: Average triplon occupation, nx0, response at fixed a/γph = 0.2, ω0 = 2ωmax,
N = 2000, and γph = 0.02 ω0 as a function of spin damping γs/J for different SPCs.

of peaks. Compared to nx0 itself in Fig. 5.7(a), it can be concluded that both
weak and strong coupling regimes behave similarly in the resonant responses,
however, the strong g in the presence of the self-blocking effect is responsible
for spreading the resonant response to a wider range of frequencies. Intriguingly,
the density profile presented suggests that the system at strong-enough SPCs
in the steady-state spontaneously proposes symmetry between the responses in
the lower and upper band edges. The origin of this proposed symmetry lies in
the triplon dispersion-dependent factors yk and y′

k [see Eq. (3.12)] in Eq. (3.26),
which become important at strong SPCs in the regions of the Brillouin zone.

As nx0 comprises many modes k, the response of four selected components
k = 0, π/4, 3π/4, and π, respectively corresponding to resonant phonon frequencies
ω0 = 2ωmin, ≃ 1.61, ≃ 2.32, and ≃ 2ωmax, are shown in Fig. 5.8. The agreement
between these frequencies and the strongest response are dictated by the sharp
peaks at the band edges [Figs. 5.8(a) and 5.8(d)] and in the band [Figs. 5.8(b)
and 5.8(c)]. Following the self-blocking effect at band edges due to suppressed
phonon occupation, in both k = π/4 and 3π/4 modes, a dip appears at both band
edges, while this occurs at upper (lower) band edge at k = 0 (π). Notice that the
sharpness of dips for the phonons in the band depends strongly on their proximity
to the band edges. For k = 3π/4, one expects a weaker suppression at upper
band edge since it is close to 2ωmax. This is nicely the case for the lower band
edge if one chooses a mode like k = π/4. For the adiabatic and antiadiabatic
regimes respectively below and above the two-triplon band, one finds the dominant
response of g/J = 0.3 below the band at ωmin, 2ωmin/3, ≃ 0.97ωmax, and ωmax

for k = 0, π/4, 3π/4, and π. The shoulders for the strong SPCs in the center of
band demonstrate that the system intends to forget the suppression of the phonon
occupation for a possible strong response.
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Figure 5.10: (a) and (b) Average energy flows through the driven spin-lattice system
coupled to the phononic bath as a function of ω = ω0 at fixed γph = 0.02ω0, a/γph = 0.2,
a large SPC g/J = 0.3, and γs/J = 0.01. For clarity the powers are normalized to
ω2

0 and the solid (dashed) line in P
P,SP
0 and P

SP,B
0 stands for for a positive (negative)

power.

We also provide some information in Fig. 5.9 about the spin damping effect,
although it was fixed at γs/J = 0.01 up until now. For this purpose, we choose
triplon occupation, nx0, response to the spin damping for various SPCs. In
Fig. 4.13 we found that the responses decrease gradually with γs in the weak
coupling regime at band edges. That also happens for a strong coupling regime
but is accompanied by a slower slope. Thereby, one would expect a constant
occupation with γs at the strong-enough coupling. The main reason for this can
be understood from the self-blocking effect for which the spin system gets involved
in the driving hardly and the unexpected spin-freezing somehow happens. Thus,
the spin damping to the bath cannot be then so important. It should be pointed
out that we have chosen the upper band edge in this interpretation because the
self-blocking effect is the strongest at band edges. One can also choose the lower
band edge for smaller occupations.

5.2.1 Energy flows in the presence of a strong SPC
Before delving into the details of another main topic of the present chapter,
as expected from the previous results, we can roughly expect a different type
of behavior for the energy flows in the presence of strong SPCs. In fact, the
expressions and sum rules in Sec. 4.3 can be applied by using a larger g. In other
words, they allow for a host of analytic expressions. In this subsection, we recall
those expressions and discuss the results of the strong SPC effect on them.

Figure 5.10 shows all energy flows for a fixed g/J = 0.3 with the set of
parameters: γph = 0.02ω0, a/γph = 0.2, and γs/J = 0.01. In the two panels, an
analog of Fig. 4.15 of the chapter 4 is reproduced. It can be seen in panel (a)
that at band edges and around it, the majority of input energy flows to the SPC
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part, but this does not guarantee that it eventually flows to the spin system,
see panel (b). Interestingly, the damping of the phonon to the bath, i.e. PP,B

0
is nearly zero at the lower band edge, meaning that almost all the power is
dumped to the bath through the spin system in this regime, in contrast to what
we saw in the weak coupling regime [see Fig. 4.15]. However, P SP,B

0 is still much
smaller than the others in Fig. 5.10(b). Also, the energy entering the spin system
through the driven phonon, P SP,S

0 , is still small and this, in turn, confirms the
strong self-blocking effect. All these together help to conclude that the mean-field
decoupling approximation is not broken down and thus, we do not seem to get into
an anomalous energy-flow regime at strong resonant self-blocking, while this is still
the case at a very-low-frequency regime. On the other hand, getting away from the
band edges, we again see that PP,B

0 is dominated as in the weak-coupling regime,
which does not matter because here we are looking for the fraction of the input
energy flowing to the spin system at strong SPCs, where the self-blocking takes
place, i.e. at band edges. Furthermore, still, as measured by nph0, self-blocking is
10 times weaker at the upper band edge compared to the lower band edge, which
can be understood from the nominally asymmetrical spin density of states due to
matrix elements.

5.3 Strong SPC-induced magnetic-phononic hybrid states
Up to now, all considerations were focused on the out-of-equilibrium alternatives
for the determination of the SPC effect on the physical observables in the NESS
at ω = ω0, i.e. at the resonance condition between the laser and the driven
phonon. We henceforth turn to the case of ω ̸= ω0, which is more meaningful
in the experiment, to see how the strong g modifies the spin-lattice system. By
this, we first drive the system with frequency ω at a given phonon frequency
ω0 different than ω and in the next step, we scan the responses to the driving
frequency ω in both phonon and spin sectors for various SPCs.

We first provide the off-resonance response of the phonon occupation to the
laser field in Fig. 5.11. Setting N = 2000, γph = 0.02ω0, a/γph = 0.2, γs/J = 0.01,
and g/J = 0.3 for three different phonon frequencies, namely ω0/J = 1, 2, and 3,
respectively below, in and above the two-triplon band we plot nph0 as a function
of driving frequency ω/J . We emphasize the following: The maximum occupation
nph0 = 0.04 encapsulates the strong responses at ω = ω0, i.e. it determines the
dominant processes at the resonance frequency. This process can be regarded as
the light-matter analogy for which it signals a transition between optical bands
in condensed-matter systems. Moreover, by direct inspection, we see that the
driving frequencies at band edges are responsible for the small peaks in the
response stemming from the spin feedback effects (two-spin excitations). We
expect a converged dynamical response for the phonon frequencies in the case of
low and high driving frequencies (it is clear for the low frequencies) that their
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Figure 5.11: Phonon occupation response at fixed N = 2000, γph = 0.02 ω0, a/γph =
0.2, γs/J = 0.01, and g/J = 0.3 to the driving frequency ω/J in off-resonance with
the phonon frequency for three different ω0/J = 1, 2 and 3 respectively below, in, and
above the two-triplon band.

time-dependent fluctuations are intrinsically the same due to respectively weak
dynamical response and strong regime.

Due to the insignificant responses away from the phonon frequency and band
edges, we mostly in what follows show the close-ups of responses in the vicinity of
band edges and ω0 values. For a basic understanding, we consider four phonon
frequencies; two in-band (ω0/J = 1.45 and 2.4) and two out-of-band (ω0/J = 1.35
and 2.5). With this knowledge, as a first quantity, we consider nph0 in the NESS
in Fig. 5.12 to provide a qualitative statement about the strong SPC effects.
For ω0/J = 1.35, in Fig. 5.12(a), stronger SPCs weaken the phononic excitation
associated with a shift to the lower driving frequencies. It should be pointed
out that the initial phononic NESSs are not destroyed by this weakening in the
presence of strong SPCs, but new set of states are just formed by distributing the
purely initial phononic states to magnetic-phononic states. This mainly stems
from the level repulsion effect between our coupled harmonic oscillators (phonons
and triplons) such that the phonon frequency at ω0/J = 1.35 as the lower one
decreases when the coupling strength between the phonon and triplons increases,
while the triplon frequency at the lower band edge as the higher one increases.
However, this is in another way for phonons with higher energies than triplons, i.e.
for ω0/J = 1.45 in Fig. 5.12(b), the damping of responses with g is stronger and
the phononic peak is also driven to the higher ω frequencies inside the two-triplon
band. For the in-band phonons, there is an extra peak at the lower band edge 2ωmin

which comes up at g/J = 0.1 and becomes more visible to the lower ω frequencies
outside the two-triplon band as g is increased. For the phonons close to the upper
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Figure 5.12: Average phonon occupation response in the NESS to the driving frequency
ω/J in off-resonance with the phonon frequency at fixed N = 2000, γph = 0.02 ω0,
a/γph = 0.2, and γs/J = 0.01 for (a) ω0/J = 1.35, (b) ω0/J = 1.45, (c) ω0/J = 2.40,
and (d) ω0/J = 2.50. Corresponding normalized average phonon occupations in off-
resonance ω ≠ ω0 to the average phonon occupation in resonance ω = ω0 in the NESS
as a function of the driving frequency ω/J are shown in (e)-(h).

two-triplon band edge, Figs. 5.12(c) and 5.12(d), the same features appear with
different broadening and sharpening peaks originating from the differences in
matrix elements. Again, for phonon inside the band, the second peak comes up
in Fig. 5.12(c) at 2ωmax and g/J = 0.1 accompanied by the repulsion from the
upper band edge to the higher driving frequencies. But, for the phonon outside
the band, although no second strong peak appears, the repulsion occurs towards
the higher ω values.

The origin of the extra peak above-mentioned for the phonons inside the
band is not ambiguous; they are more aptly referred to as the outcome of the
self-blocking effect due to the suppressed phononic response at 2ωmin and 2ωmax.
However, in addition to the introduced giant self-blocking effect, there exists a level
repulsion between phonon and spins accompanied by the in-band and out-of-band
hybrid states. This is an interesting and expecting result since we are creating
magnetic states outside the two-triplon band. In Figs. 5.12(e)-(h), we remove the
self-blocking effect to first confirm its impact and second, to highlight the roles of
level repulsion and phonon frequency shift effects, which manifest themselves in
the hybrid states. By this, we find the significance of the self-blocking effect in
creating the peaks in-band and one out-of-band at strong SPCs. However, the
self-blocking is not the only reason for new extra peaks at band edges and the
level repulsion resulting in the magnetic-phononic states is more significant in
determining new responses outside the band. At first glance, it is seen that by
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Figure 5.13: The same as Fig. 5.12, but for the average triplon occupation.

removing the self-blocking effect, the height of peaks outside the band becomes
larger, confirming the strong role of the self-blocking effect at band edges. However,
the responses in-band and out-of-band are mainly connected to the hybrid states
such that the peaks and the corresponding shifts are still present at the same
energies after removing the self-blocking effect. Interestingly, it is much easier to
conclude that without self-blocking the responses dramatically increase with g

outside the band, while they are still dampening inside the band with g.
For improved consistency with nph0, we use the same parameters for nx0 in Fig.

5.13 as reference ones. As a general observation, in contrast to nph0 with weak
peaks (invisible in Fig. 5.12) for phonons inside the spin band in both weak- and
strong-coupling regimes, nx0 appears with strong peaks in the band since we are
looking at the spin characters here with weaker dissipation. Similarly, the shifts
of peaks and the presence of valleys are the consequences of the combined effect
of the self-blocking effect and the level repulsion effect (hybrid states). However,
the irregular behavior of the peaks, which also affects the position of peaks inside
and outside the two-triplon band, with SPC stems only from the self-blocking
effect, as confirmed by removing this effect in Figs. 5.13(e)-(h). Although one
realizes a strong response out-of-band with SPC in Figs. 5.13(a)-(d), we still from
the normalized triplon occupations believe that the strongest responses in both
resonance and off-resonance conditions belong to the band edges. Moreover, it
becomes obvious that responses confirm once more the dominant contribution of
2ωmin, i.e. Figs. 5.13(a), 5.13(b), 5.13(e), and 5.13(f).

The contribution of lattice and spin degrees of freedom in forming such hybrid
states should be seen simultaneously outside the spin-band, shown in Figs. 5.14(a)
and 5.14(c) for respectively ω0/J = 0.6 and 3. For both phonons away from the
spin band, there is a slight shift to the driving frequencies outside the band in



5.3 Strong SPC-induced magnetic-phononic hybrid states 95

Figure 5.14: Average occupations in off-resonance ω ̸= ω0 in the NESS as a function
of the driving frequency ω/J at fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, and
γs/J = 0.01 for (a) phonon occupation (dotted lines) and triplon occupation (solid
lines) for various SPCs and (b) k-components of the spin response at ω0/J = 0.6 and
g/J = 0.5 far from the two-triplon band edges. The same for ω0/J = 3 in panels (c)
and (d).

both phonon (dotted lines) and spin (solid lines) systems. However, the peaks
take place at the same positions in both systems, confirming the formed hybrid
states between the phonon and triplet states. So, here this hybridization causes a
phononic mode stemming from the SPC. Moreover, the average k-components of
the triplon occupation are plotted at these phonon frequencies in Figs. 5.14(b)
and 5.14(d) for selected k = 0, π/4, 3π/4, and π. From these plots, one can
conclude that no component is destroyed through this hybridization (localized
phononic mode formation) and all components show a response. It is no surprise
that for ω0/J = 0.6 below the lower band edge, the k = 0 component is dominant,
while it is the case for k = π around the upper band edge at ω0/J = 3.

In short, we see that the SPC dependence of the giant self-blocking effect
and level repulsion phenomenon shows a typical phenomenon related to both
phononic and magnetic states: the SPC-induced frequency shifts caused by driving.
Being the frequency corresponding to the highest occupation in this phenomenon,
we will refer to it from now on as ωhyb and identify it for various SPCs. The
SPC-induced phonon frequency shifts obtained in this way are plotted versus g/J
in Figs. 5.15(a) and 5.15(b). It is expected to meet ωhyb = ω0 in the decoupled
case g/J = 0. The values shown denote the relative shift compared to g/J = 0.
Before turning to the quantitative analysis of the results, we would like to list the
SPC-induced shifts of both sectors to build up the Fig 5.15. Generically, in Fig
5.15(a), we have, for peaks around both lower and upper band edges,

close gray circle – phononic, peaks outside the band
close magenta diamond – magnetic, peaks outside the band

open gray circle – phononic, peaks inside the band
open magenta diamond – magnetic, peaks inside the band

close orange rectangle – phononic, peaks inside the band



96 Chapter 5. Strong coupling regime:J-model

1 0.9

1

1
0.9

1

0.7

0.8

0.9

1

0.9

1

1 0.9

1

1
0.9

1

0.7

0.8

0.9

1

0.9

1

Figure 5.15: The characteristic frequencies of phonon and spin occupations are taken
from Figs. 5.12 and 5.13 for phonon frequencies around the (a) lower and (b) upper
band edge. For the symbols, see the text.

close green triangle – magnetic, peaks inside the band
open orange rectangle – phononic, peaks outside the band

open green triangle – magnetic, peaks outside the band

In this language, “phononic” and “magnetic” states are characterized by the
frequency ω0/J and 2ωmin/max/J , respectively. However, to estimate the strength
of hybridized states due to the SPC and driving, we define a dimensionless
hybridization parameter h = g/|ω0 − 2ωmin/max|. While h < 1 refers to the weakly
hybridized magnetic-phononic states, e.g. see Fig. 5.14(a), h ≫ 1 refers to the
strongly ones with 50:50 contribution of both lattice and spin sectors, e.g. see
Figs. 5.12 and 5.13. In the language of the quasiparticles, we would propose
“phonon-bitriplons” since two bosons are produced by a single boson as the hybrid
states are formed in the presence of strong SPCs.

The out-of-band peak in the adiabatic limit (ω < 2ωmin) shows a decrease of
the frequency with increasing SPC, while the out-of-band one in the antidiabetic
limit (ω > 2ωmax) shows an increased treatment. It can be seen that both phononic
and magnetic states (see respectively close gray and magenta symbols below 2ωmin

and above 2ωmax) obey the same treatment beyond the resonance ω0 = 2ωk. In
the resonance case, different matrix elements avoid the same treatment. However,
for the in-band peaks, the phonon frequency close to the lower (upper) band edge
shows an increase (a decrease) shift with g/J , which is accompanied by different
phononic and magnetic responses as expected since the two mutually repelling
excitations are much stronger in the two-triplon band than outside the band (see
respectively close orange and green symbols getting away from ω0/J = 1.45 and
ω0/J = 2.4 as well as the corresponding open symbols at band edges). In all these
shifts, there is a general scale for which the level of repulsion scales with it. That
the general trend can be qualitatively explained with the simple dashed fitting
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Figure 5.16: The response of the average k-component of the triplon occupation in
the NESS to the triplon mode k at ω = ω0 for (a) ω0/J = 1.45, (b) ω0/J = 1.75, (c)
ω0/J = 2.20 and (d) ω0/J = 2.40 at various SPCs at fixed N = 3000, γph = 0.02 ω0,
a/γph = 0.2, and γs/J = 0.01.

function of

ωhyb(g) = ω0 + g2

±ω0 ∓ 2ωmin/max
C , (5.1)

where the upper and lower signs in the denominator stands respectively for
ω0 < 2ωmin/max and ω0 > 2ωmin/max. An important mechanism that justifies
the phonon frequency shift can be expected from ordinary perturbation theory,
which expects a square of g because in particular, the SPC can be treated as a
perturbation for both phonon and spin systems. From the SPC Hamiltonian, it is
not far from the fact that the coefficient C in the fitting function of the shifted
frequency is proportional to the spin correlations given by avg(U0 + V0) where the
average is taken over the values of (U0 + V0) for different g/J . Physically, it is
reasonable because g is only coupled to magnetic interaction J and the correlation
between two spins is responsible for the phonon and/or spin frequency shifts with
the SPC. This correlation, as we know, is described by [⟨S⃗1 · S⃗2⟩ − ⟨S⃗1 · S⃗2⟩eq]
as understandable from Eq. (3.4) which the equilibrium value is not important
out of equilibrium and we certainly would argue that the coefficient C can be
well-described by avg(U0 + V0).

5.3.1 Triplon mode dependence of SPC
In Sec. 5.3, we have seen that the SPC-induced frequency shift depends on the
spin correlations. Among the triplon modes, one would expect to see the most
pronounced SPC effects for the in-plane modes. So, the phonon displacement
would be the most sensitive quantity to magnetic correlations with in-plane modes,
as they directly alter the exchange integral between the in-plane noninteracting
modes. Therefore, among all in-plane modes, the ones corresponding to the phonon
frequency should show the strongest SPC-induced shifts. For a comparison, the
relative triplon mode dependency of SPC shift is plotted in Fig. 5.16 through
uk0. For a better accurate measurement of the shifts, we set the system size to
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Figure 5.17: Comparison between the coefficients of the Fourier transforms of nx(t)
at fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, γs/J = 0.01, and g/J = 0.3 for below,
in, and above the band regime, and γph = 0.02 ω0.

N = 3000. This figure shows four different phonon frequencies (two near and
two away from the band edges) and their corresponding mode shifts with SPC,
which corresponds to k(ω0) plus a constant shift. Several new modes appear in
this configuration, the most intense of which is different depending on ω0 and g.
For ω0/J = 1.45 in Fig. 5.16(a), the dominant contribution of the self-blocking
effect leads to a damped response with g. The same happens around the upper
band edge, i.e. for ω0/J = 2.4 in Fig. 5.16(d). However, for the phonons inside
the two-triplon band, i.e. for ω0/J = 1.75 and ω0/J = 2.2 in Figs. 5.16(b) and
5.16(c), the self-blocking effect is weak compared to two others and the SPC
results in an enhancement of responses.

5.3.2 SPC-induced harmonic decompositions
As a direct consequence of this observation (triplon mode renormalization), one
can conclude that harmonic phonons are used to control magnetic exchange-
type interactions, i.e. a magnetophononic driving effect. However, it is worth
mentioning that this cannot be the case for the phonons close to or at the band
edges because the giant resonant self-blocking effect at the band edges stops their
action. In order to deeply interpret the SPC effects on the NESS signal, it is easy
to apply the FT for understanding harmonic components. Let nx(t) takes the
role of O(t) in Eq. (4.11). As well-known from the basic principles of the FT,
the average of the NESS signal is equivalent to the zeroth component. For this
reason, we keep the absolute value of the zeroth component as before, nx0, while
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other components are characterized explicitly by |nxm| to be different than the
zeroth one. Figure 5.17 shows the results of FT for nx(t) at a fixed strong SPC,
g/J = 0.3, up to the sixth harmonic, carried out with the same set of parameters
as Fig. 5.7. While obtaining the zeroth component as the dominant one results
from average of the original NESS signal in order to fully verify the green curve in
Fig. 5.7, the second harmonic regarding dynamical properties is the next dominant
component in the sense that uk(t) oscillates at 2ω0 due to the oscillation of both
q(t) and wk(t) at ω0 in Eq. (3.26a). Following this, one expects to see the first
component in wk(t) (or vk(t)) as the dominant component [not shown here but
it is well-confirmed in the previous chapter]. However, this dominance in nx(t)
is unstable around a region [ωmax/2, 2ωmax/3] for which the first harmonic (and
third harmonic at ωmin) becomes dominant. The reason can be understood from
the fact that wk(t) in Eq. (3.26c), leads to a driving frequency term for uk(t)
as (2 ± 1)ω0. So, one immediate result would be nontrivial behaviors of uk(t)
and eventually nx(t) below the band regime [see Figs. 5.1 and 5.7] at ω0 = ωmin

compared to other low frequencies. In the general case, a decreasing function of
m ≥ 1 can be treated for |nxm| far from the special region above-mentioned.

To reinforce the above considerations, we zoom in the low-frequency limit
responses for higher harmonics to be more effective in highlighting the multiphonon
process effect when SPC is strong. Indeed, we observe that more small peaks
and dips are developing in the low-frequency limit where the strong SPC shows
its impact. The peaks at frequencies {2ωmin/3, ωmin}, {ωmin/2, 2ωmin/3, ωmin} and
{ωmin/2, 2ωmin/3, ωmin, 2ωmax/3} corresponding respectively to m = 4, 5 and 6
confirm the importance of multiphonon process effect when SPC is strong (but
still very small and negligible). In contrast to the shoulders around the two-
triplon band edges for nx0, the self-blocking effect mentioned before in the phonon
occupation is rooted in the harmonic components m ≥ 3, leading to strong dips
at band edges.

5.4 Off-resonant SPC-induced input energy flow
Apart from the above arguments, together with the EoMs, it is customary to define
the energy flows entering to the Einstein phonon, transferring and/or distributing
to the SPC and spin parts, and dissipating to the bath [169] when ω ̸= ω0, i.e. in
the off-resonance condition. However, we only focus on the energy flow entering
the Einstein phonon, which is of interest in the experiment:

P L,P(t) = − ω0E(t)p(t) . (5.2)

Like before, the average of P L,P(t) and its normalized version to nph0 in the NESS
are drawn in Fig. 5.18 for {(a),(e)} ω0/J = 1.35, {(b),(f)} ω0/J = 1.45, {(c),(g)}
ω0/J = 2.40 and {(d),(h)} ω0/J = 2.50 and the same set of parameters as before.
Similar to the phonon and spin occupations, in the decoupled phase, a single
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Figure 5.18: Average input energy response in the NESS to the driving frequency
ω/J in off-resonance with the phonon frequency at fixed N = 2000, γph = 0.02 ω0,
a/γph = 0.2, and γs/J = 0.01 for (a) ω0/J = 1.35, (b) ω0/J = 1.45, (c) ω0/J = 2.40
and (d) ω0/J = 2.50. Normalized average triplon occupations in off-resonance ω ̸= ω0
to the average phonon occupation in resonance ω = ω0 in the NESS as a function of the
driving frequency ω/J are represented in (e)-(h), respectively.

peak can be observed at ω = ω0 independent of the phonon frequency. With the
increasing SPC in Fig. 5.18(a)-(d), induced by the incorporation of more and more
of the level repulsion and the self-blocking effect, the single peak converts into two
peaks inside and outside of the two-triplon band. This is the analogous effect like
in nph0 and nx0 and in all of them, the position of peaks is identical. This graph
shows that the values of P L,P

0 decrease with SPC on average. It stands to reason
that this is related to the presence of the SPC part which absorbs most of the
input energy at band edges through the small phonon momentum or displacement
as the origins of dynamical responses. However, integrating over the power curve,
expects that suppressing and shifting the peaks with g at the different phonon
frequencies do not significantly affect the area under the curve, as expected from
the energy conservation. Removing the self-blocking effect leads to the same
behaviors as for nx0, represented in Figs. 5.18(e)-(h), for which the level repulsion
effect acts as the main origin of the remaining peaks.

5.5 Chapter summary
In this chapter, we have particularly focused on the strong coupling effects between
the lattice dynamics and magnetic correlations, the so-called strong SPC regime,
to explore novel insights by examination of the physical observables in the NESS
that make up the contribution to the nonequilibrium physics. For a systematic
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analysis, we have considered the standard parameter space of the model including
a sufficient magnitude of dissipation in both spin and lattice sectors.

Notably, we observed the strong self-blocking effect along with the low phonon
occupation, the phonon and spin-band frequency shifts, and the magnetic-phononic
hybrid states (proposing new quasiparticles called phonon-bitriplons), which are
the result of the mediation of the exchange integral caused mainly by the lattice
vibrations. In other words, we have dealt with a quantum magnetophononic effect
in which the spin sector is modulated through the lattice excitations and a new
set of hybrid states is formed at strong SPCs. The observations made on the
strong SPC effect can be supported by possible materials CuGeo3 and (VO)2P2O7

compounds with strong SPCs.





6. Coupling based on J ′-model

In the chapters 4 and 5 we saw that a dimerized spin chain in contact with a
laser-driven phonon and a phononic bath experiences novel physical insights in the
presence of both weak and strong SPCs. In both regimes, the phonon was coupled
to the leading magnetic interaction in the spin chain, however, the dynamical
properties in such systems can also be tuned with a different structured SPC
Hamiltonian. In this part of the thesis, we aim to develop another picture of
the problem on the level of the SPC Hamiltonian by introducing the J ′-model,
beyond the coupling of laser-driven phonon to the J exchange interaction (J-
model) presented in Eq. (3.4). This procedure will enable us to show how the
next-nearest-neighbor encodes the dynamical properties and magnetophononics
associated with the dimerization of the spin chains.

A short part of this chapter is based on submitted results in Ref. [170]. In
Sec. 6.1 we derive the EoMs in the J ′-model. Thereafter, we will turn to the
energy flows from these EoMs. The numerical results for both quantitative and
qualitative comparisons between the models will be presented in Sec. 6.2. Finally,
we conclude with a discussion in Sec. 6.3.

6.1 J ′-model
In this model, the spin Hamiltonian, the phonon Hamiltonian, the laser-phonon
coupling Hamiltonian, and the dissipation effects (as an assumption we consider
the same phonon damping of J ′-model as the J-model, i.e. we assume that
γ′

ph = γph) are kept unchanged and the only change comes from the SPC part.
Thus, we stick to the coupling of the phonon and next-nearest-neighbor magnetic
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exchange coupling J ′ in the spin system with strength g′ [see Fig. 6.1] as

HJ ′

sp =
N∑

i=1
g′
(
bi + b†

i

)(
S⃗2,i · S⃗1,i+1 −

〈
S⃗2,i · S⃗1,i+1

〉
eq

)
, (6.1)

in which
〈
S⃗2,i · S⃗1,i+1

〉
eq

is again the equilibrium value to set the vacuum state
as the ground state of both lattice and spin systems, and (bi + b†

i ) is that of the
phonon displacement. From Eq. (A.9), we have

N∑
i=1

S⃗2,i · S⃗1,i+1 = − 1
4
∑
k,α

cos(k)
(

2 t†k,αtk,α + tk,αt−k,α + t†k,αt
†
−k,α + 3

)
. (6.2)

Plugging Eq. (6.2) into Eq. (6.1) and applying the mean-filed approximation, we
obtain

HJ ′

sp,s = −g′

4 ⟨d⟩
∑
k,α

cos(k)
(

2 t†k,αtk,α + tk,αt−k,α + t†k,αt
†
−k,α − 2n(ωk)

)
, (6.3)

where n(ωk) = ⟨t†k,αtk,α⟩eq. Employing the Bogoliubov transform with the help
of Eqs. (B.1), (B.3) and (B.4) as well as Eqs. (B.6e) and (3.12), we calculate
[the eqilibrium value is neglected henceforth since it is not important in the
commutators later]

HJ ′

sp,s = − g′

4 ⟨d⟩
∑
k,α

cos(k)
(

2t̃†k,αt̃k,α + t̃k,αt̃−k,α + t̃†k,αt̃
†
−k,α

)
(

cosh(2θk) + sinh(2θk)
)

︸ ︷︷ ︸
e2θk =1/

√
1− J′

J
cos(k)

+ 2 sinh2(θk) + sinh(2θk)︸ ︷︷ ︸
constant

= − g′

4 ⟨d⟩
∑
k,α

cos(k)√
1 − J ′

J
cos(k)︸ ︷︷ ︸

2Jy′
k

/J ′

(
2t̃†k,αt̃k,α + t̃k,αt̃−k,α + t̃†k,αt̃

†
−k,α

)
+ constant

= − g′J

2J ′ ⟨d⟩
∑
k,α

y′
k

(
2 t̃†k,αt̃k,α + t̃k,αt̃−k,α + t̃†k,αt̃

†
−k,α

)
+ constant .

(6.4)

While the above formulation works for an arbitrary value of g′, it is necessary to
point out that g′ should always be smaller than g since the interdimer coupling
J ′ is always smaller than the intradimer (leading) coupling J . From this point,
the maximum value we can adopt it for g′ would be again 50% of the interdimer
coupling, i.e. g′

max = 0.5J ′ or g′
max = 0.25J .

6.1.1 Equations of motion
Following the useful commutators in Eq. (C.7) and the spin observables uq(t) =
⟨∑α t̃

†
q,αt̃q,α⟩(t) and zq(t) = ⟨∑α t̃

†
q,αt̃

†
−q,α⟩(t), we find

[Hs, uq(t)] = 0 , (6.5a)
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Figure 6.1: Schematic of a driven-dissipative quanum magnet based on the J ′-model
under study consisting of the spin system, driven Einstein phonon, laser field, and the
bath. The spin-spin coupling, interdimer coupling, the SPC, phonon damping, and spin
damping are described respectively by J = 10 meV, J ′/J = 1/2, g′, γph, and γs. The
laser continuously pumps energy into the system and then drives it out of equilibrium.
Blue ellipses display dimer singlets, while the red one shows a triplon excitation, which
is the excitation considered in the present thesis.

[HJ ′

sp,s, uq(t)] = 2i
g′J

J ′ q(t)y
′
kwk(t) , (6.5b)

[Hs, zq(t)] = 2ωkzk(t) , (6.5c)

[HJ ′

sp,s, zq(t)] = − 2g
′J

J ′ q(t)y
′
k

(
zk(t) + uk(t) + 3

2

)
, (6.5d)

resulting in the following EoMs for the triplon system when the laser-driven
phonon is coupled to the J ′ bond

d

dt
uk(t) = − 2g

′J

J ′ q(t)y
′
kwk(t) − γsuk(t) , (6.6a)

d

dt
zk(t) = 2iωkzk(t) − 2i

g′J

J ′ q(t)y
′
k

(
zk(t) + uk(t) + 3

2

)
− γszk(t) . (6.6b)

From the definition of the complex quantity zk(t) = vk(t) + iwk(t), we ultimately
obtain the following EoMs for the magnetic part of the system

d

dt
uk(t) = − 2g

′J

J ′ q(t)y
′
kwk(t) − γsuk(t) , (6.7a)

d

dt
vk(t) = − 2

[
ωk − g′J

J ′ q(t) y′
k

]
wk(t) − γs vk(t) , (6.7b)

d

dt
wk(t) = 2

[
ωk − g′J

J ′ q(t) y′
k

]
vk(t) − 2 g′J

J ′ q(t) y′
k

[
uk(t) + 3

2

]
− γs wk(t) .

(6.7c)

Accordingly, we calculate the EoMs for the phonon system with the new form
of SPC Hamiltonian. Most of commutator relations presented in Appendix C
remain unchanged. However, we need to recalculate

[HJ ′

sp,s, p(t)] = − i
g′J

2J ′N
⟨[b†

0 + b0, b
†
0 − b0]︸ ︷︷ ︸

2

⟩
∑

k

y′
k[2uk(t) + zk(t) + z∗

k(t)︸ ︷︷ ︸
2Rezk(t)

]
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= − 2i
g′J

J ′ [U(t) + V(t)] , (6.8a)

[HJ ′

sp,s, nph(t)] = − i
g′J

J ′ p(t)[U(t) + V(t)] , (6.8b)

where this time we have U(t) = 1
N

∑
k y

′
kuk(t) instead of Eq. (3.25a) at zero

temperature, n(ωk) = 0. Thus, we end up with the following EoMs for the lattice
part of the coupled system

d

dt
q(t) = ω0p(t) − γph

2 q(t) , (6.9a)
d

dt
p(t) = −ω0q(t) − 2

[
E(t) − g′J

J ′ (U(t) + V(t))
]

− γph

2 p(t) , (6.9b)

d

dt
nph(t) = −

[
E(t) − g′J

J ′ (U(t) + V(t))
]
p(t) − γphnph(t) . (6.9c)

6.1.2 Energy flow

In chapter 4, Sec. 4.3, we started a discussion on the energy flows in all stages of
the driven-dissipative spin-phonon system for the J-model (i.e. when the phonon
was coupled to the J bond). We introduced the uptake of laser energy by the
driven phonon, P L,P, the energy going into the SPC part, PP,SP, the energy going
into the bath PP,B, the energy flow from SPC into the spin system, P SP,S, the
energy flow from SPC into the bath, P SP,B, the induced energy to the spin system
flowing into the bath, P S,B, and finally the energy flow entering the heat sink
after removing from the entire system, PB,H [see Fig. 4.14]. Now, we calculate
the same quantities for the J ′-model. Note that the sum rules still hold valid. For
the laser-phonon-bath part, we have

P L,P(t) = − E(t)ω0p(t) , (6.10a)
PP,B(t) = γphω0nph(t) , (6.10b)

PP,SPJ′

(t) = − g′J

J ′ ω0 [U(t) + V(t)] p(t) . (6.10c)

For the SPC part, we obtain

P SP,SJ′

(t) = − 2g′J

J ′N
q(t)

∑
k

y′
kωkwk(t) , (6.11a)

P SP,BJ′

(t) = − g′J

J ′ q(t)
(γph

2 + γs
)

[U(t) + V(t)] . (6.11b)

And for the energy flow from the spin system into the bath, we still have the same
relation

P S,B(t) = γs

N

∑
k

ωkuk(t) . (6.12)
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Figure 6.2: A comparison between the J and J ′ models through temporal behaviors
of (a) phonon occupation, (b) triplon occupation, (c) k = 0 component, and (d) k = π

component of the triplon occupation at fixed N = 2000, ω0/J = 1.7, γph = 0.02 ω0,
a/γph = 0.2, and γs/J = 0.01. In the case of J-model, we fix g/J = 0.5, while
g′/J = 0.25 is fixed for the J ′-model. The driving field is turned off at t/J−1 = 3000 to
approach the NESS to its equilibrium state.

6.2 Numerical comparisons between the J- and J ′-model
Ultimately, we are going to obtain dynamics valid for system-bath coupling within
the J ′-model via the same set of parameters as the J-model required for achieving
a coherent NESS. We mainly focus on the occupations in both sectors here.
Moreover, we are interested in the strong regime (large SPCs) of resonant coupling
between the driven phonon and triplons (phonon in the two-triplon band) for
strong triplon excitations. However, we show the main previously findings in a
compact form here to avoid repetition.

We start the numerical results of this chapter with a brief comparison between
the two models originating from the spin-phonon configuration. The important
difference of EoMs in the J ′-model compared with the J-model is based on different
terms found in the matrix elements. This implies that if we compare Eq. (3.26)
with Eq. (6.7), we have the changes of {g → g′J/J ′ , yk → y′

k} and a negative
sign behind y′

k in EoMs within the J ′-model. We again are able to address the
comparisons at resonant ω = ω0 and off-resonant ω ̸= ω0 conditions.

6.2.1 Resonant ω = ω0

Note that we are sure of the coherent NESS in both models since the above
changes do not affect the coherency of steady states far from equilibrium. As
mentioned before, g → g′J/J ′ and yk → y′

k and a negative sign behind y′
k in the

EoMs are the main differences between the J and J ′ models. This allows us to see
if the relation y′

k < yk setting g′J/J ′ = g, because yk is almost 4-5 times larger
than y′

k, can lead to the close responses in both J and J ′ models. To confirm
this, we plot Fig. 6.2 for (a) phonon occupation and (b) triplon occupation of
both models at fixed ω0/J = 1.7, γph = 0.02ω0, a/γph = 0.2, g/J = 0.5, and
g′/J = 0.25. Because of g = g′J/J ′ in the J and J ′ models, all responses in
the coupled spin-lattice system are expected to be close to each other. We have
chosen the above phonon frequency to be between the lower band edge and the
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Figure 6.3: A comparison between the J and J ′ models through time-average behaviors
of (a) phonon occupation and (b) triplon occupation at fixed N = 2000, ω0/J = 1.7,
γph = 0.02 ω0, a/γph = 0.2, and γs/J = 0.01. In the case of SPC, we again fix g/J = 0.5
and g′/J = 0.25 for the J and J ′ models, respectively.

band center because of their specific responses (we could choose another phonon
between the band center and the upper band edge, but the symmetry between
the band edges does not make a big discrepancy between the interpretations).
We also turn off the laser field at t/J−1 = 3000 to drive back the system to its
initial equilibrium state. The decaying timescales are similar in both models since
the dissipation effect is not affected by the model. Another point refers to the
oscillations in the NESS. In both models, we observe almost the same oscillations
in the inset panels of Fig. 6.2(a), however, there is a slight shift in the NESS
oscillations in the case of J ′-model due to a different matrix element. We also
show Figs. 6.2(c) and 6.2(d) to once more confirm that different matrix elements
manifest themselves first in the k-components and then directly in the phonon
occupation. Furthermore, it is notable to mention that strong suppression of
responses relates to the strong SPC strengths g/J = 0.5 and g′/J = 0.25.

We refrain from discussing more details of temporal plots here, while a general
statement of NESS features will be given in the following.

Impact of driving

Solutions for the driving, a/γph, effect can also be found in the J ′-model for
strong spin-lattice coupling and a moderate phonon frequency. Let us again fix
N = 2000, ω0/J = 1.7, γph = 0.02ω0, a/γph = 0.2, and γs/J = 0.01. We also
fix g/J = 0.5 and g′/J = 0.25 for the J and J ′ models, respectively. Here, the
existence of strong a/γph leads to different NESS averages and gives more involved
nonlinearity with respect to Fermi’s golden rule which expects a linear expression
for the responses versus (a/γph)2. In particular, one finds a dependence on higher
orders of (a/γph)2 in both models, which indicate that for large drivings, the
Fermi’s golden rule is broken down. The NESS values also become qualitatively
incorrect above this threshold, referred to as nonlinear effects, which mostly are
unphysical due to the lattice melting issue. So, this again confirms that the fixed
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Figure 6.4: A comparison between the J and J ′ models through the time-average
behaviors of (a) phonon occupation and (b) triplon occupation at fixed N = 2000,
ω0/J = 1.7, γph = 0.02 ω0, a/γph = 0.2, and γs/J = 0.01. The relation y′

k < yk and the
difference factor J/J ′ in the SPCs in the models makes the observed discrepancies and
one expects the same trends shown at g′J/J ′ = g.

a/γph = 0.2 was a proper choice in most parts of this thesis since close responses
in J and J ′ models to the same contribution of y′

k after setting g′J/J ′ = g, also
mostly belong to the regime of weak driving.

Impact of SPC

Next, we are going to compare the J and J ′ models for weak-to-strong SPC regime
in Fig. 6.4 with the same set of parameters as Fig. 6.3. As investigated in Fig.
6.2, one expects to observe close trends both qualitatively and quantitatively if we
set g′J/J ′ = g. Of course, for other couplings, different treatments emerge. The
dynamics of the spin-lattice model is determined by the influence of g/J and g′/J

in J and J ′ models, respectively, which encodes the effect of different couplings
on the behavior of the coupled damped system. For a driven spin chain, the
phonon occupation is strongly suppressed in both models similarly as discussed
before. As for the spin system, the strongest response also appears at weaker
g′/J ≃ 0.13 in the J ′-model compared to g/J ≃ 0.26 in the J-model with a
difference factor J/J ′ = 2. However, not-perfect match of data of models in the
strong SPCs is due to different matrix elements when the phonon (ω = ω0 = 1.7J)
resides on the two-triplon band. Also, it is evident that the phonon occupation is
strongly suppressed at large SPCs, g/J = 0.5 and g′/J = 0.25, originating from
the resonant self-blocking effect.

Impact of driving frequency

By expanding frequencies over a wide range from adiabatic to in band and to
antiadiabatic, the response of the systems are given by Fig. 6.5 setting the same
parameters: N = 2000, γph = 0.02ω0, a/γph = 0.2, and γs/J = 0.01. Also,
g/J = 0.5 and g′/J = 0.25 for the J and J ′ models, respectively. First, we
are again faced with the similar behaviors of J and J ′ models over all driving
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Figure 6.5: A comparison between the J and J ′ models through time-average behaviors
of (a) phonon occupation and (b) triplon occupation as a function of driving phonon
frequency at fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, and γs/J = 0.01. In the case
of J (J ′) model, we have fixed g/J = 0.5 (g′/J = 0.25).

frequencies and our previously conclusion between these two models was not limited
to only a single phonon frequency. And, in both phonon and spin responses, again,
the total action in J ′-model can be well understood from the difference factor J/J ′.
Second, we again stress that the spin system itself merely produces a force to move
the driven phonon which appears as strong as possible at below the band and at
the band edges asymmetrically. Also, the expression nx0/nph0 directly justifies
the self-blocking effect at band edges in both models [very strong peaks restored
at band edges appear] because by this we avoid the response spreading over a
wider range of in-band frequencies, however, we do not show it here. The resonant
self-blocking at band edges is clearly understandable from the previous chapters,
however, we note that the two-phonon process is still present at low-frequency
regime in J and J ′ models which the mean-field approximation helps to understand
the off-resonant self-blocking far from the band edges. Third, here, we have a tiny
discrepancy in the responses of J ′-model at ω = ω0 = ωmin and in the two-triplon
band due to the difference in the matrix elements {yk, y

′
k}.

We comment on the difference factor J/J ′ in the SPCs of the models where
the same responses hold. This argument is valid for all J/J ′ strengths, not only
J/J ′ = 2, which means that the perturbation theory behind the master equation
treatments is valid. Also, it means that the above argument is independent of the
geometrical frustration [174]. In particular, we have a coupling g/J larger than the
normal g′/J which makes the responses virtually different. To generalize this claim,
we use the broad range of phonons below, in, and above the two-triplon band for
two other λ = J ′/J = 0.3 and 0.7 to be different than the selected J ′/J = 0.5. We
again set g′J/J ′ = g in Fig. 6.6. Simply, we confirm that the subdominant role of
y′

k in the matrix elements makes it an auxiliary factor for proving this claim, as
well as, the results for different models we discussed above fall into this factor J/J ′.
In the same vein, we also intend to adopt an argument by describing the band
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Figure 6.6: Illustration of the comparison between the J and J ′ models over a wide
range of phonon frequencies at fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, and
γs/J = 0.01.

dispersion which becomes narrower and broader, respectively, for λ = J ′/J = 0.3
and 0.7. However, the case of λ = J ′/J = 0.7 poses additional challenges since
the upper edge of the one-triplon band lies inside the two one-triplon-band and
multiphonon processes become complicated. But, we will not tackle this challenge
in the present thesis.

Energy flow
We utilize the same driving-damping protocol as shown in Fig. 4.14. The effect of
bath damping prior to energy transfer into the SPC and spin parts is then the
main aim of comparison between the two models. In order to find an explicit
comparison, we consider the same fixed parameters for J ′-model as the J-model
in the presence of strong SPCs, i.e. γph = 0.02ω0, a/γph = 0.2, γs/J = 0.01, and
g′/J = 0.25. It is now a straightforward matter to report the close responses
of J and J ′ models in order to avoid repetition. Despite the fact that the sum
rules between the energy flows hold true in all parts of the system, we state
that most of the uptake energy from the laser by the phonon at strong SPCs
should still be delivered to the bath in the J ′-model which was also the case
for the J-model, when the phonon is inside the two-triplon band, i.e. when the
strongest excitation takes place. On the other hand, like before, the mean-field
decoupling approximation can be justified by the small values of P SP,BJ′

0 in the
band. Therefore, the effect of coupling to J ′ bond is not adding new information
about the energy flow than the J bond.

6.2.2 Off-resonant ω ̸= ω0

As outlined in previous chapters, the EoMs allow us to obtain the dynamics for a
wide range of parameters. In the same chapter, we presented numerical results
for the specific case of resonant conditions between the laser field and the driving
phonon. In the following, we evaluate the results for the case of off-resonant
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Figure 6.7: A comparison between (left y-axis, dotted lines) phonon and (right y-axis,
solid lines) triplon occupation of the J and J ′ models as a function of driving laser
frequency in off-resonant condition ω ̸= ω0 at fixed γph = 0.02ω0, a/γph = 0.2, g/J = 0.5
(J-model), g′/J = 0.25 (J ′-model) for (a) ω0/J = 0.6, (b) 1.35, (c) 1.45, (d) 2.40, (e)
2.50, and (f) 3.0.

ω ≠ ω0 and only include the strong SPCs in the models. Comparison with the
J-model then allows us to make statements about the impact of a driven spin
chain for the coupling strength J ′.

We again look at the dynamics for the phonon and triplon occupations. In
this part of the thesis we use the forms of two-sided plots in Fig. 6.7; dotted
(solid) lines refer to the phonon (triplon) occupation. The same SPC strengths
in the J- and J ′-model makes them equivalent, as confirmed before in various
ways. However, the role of matrix elements yk and y′

k comes into play role in
determining different peak positions for the responses in the J- and J ′-model
when scanning the driving frequency out-of-resonance with the phonon driving
frequency. Nevertheless, we have included many phonons outside and inside the
two-triplon band to only check the shift rate of strong responses characterized by
the peaks in the occupations. At first glance, one can observe that hybrid states
introduced before in Sec. 5.3 with phononic and magnetic responses take place at
a bit different phonon frequencies in J ′-model, independent of phonon frequency.
This is a direct consequence of matrix element effect in the models. Similar
to the J-model, only the phonons far from the band show a weakly hybridized
phononic mode. A general relationship between the SPCs and the models can
also be derived on the basis of the peak positions as Fig. 5.15, where we expect a
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Figure 6.8: A comparison between the J and J ′ models through time-average behaviors
of k-components of the spin system at (a) ω = ω0 = 1.8 and (b) ω = ω0 = 2.20 at fixed
N = 3000, γph = 0.02 ω0, a/γph = 0.2, and γs/J = 0.01. In the case of J (J ′) model,
we fix g/J = 0.5 (g′/J = 0.25).

quadratically shifts with respect to g/J or g′/J . However, Fig. 6.7 is based on
the simplest aim, that is, shift contribution of models and it is unnecessary to
look at the hybrid frequencies here.

Let us give the third quantity behavior for completeness, i.e. uk,0 versus k/π at
strong SPCs in Fig. 6.8. We are free to choose the phonon frequency. This time,
we stick to two cases around the band center, ω = ω0 = 1.80 and ω = ω0 = 2.20 in
resonance. The parameters of the results are N = 3000, γph = 0.02ω0, a/γph = 0.2,
γs/J = 0.01. In the case of J (J ′) model, we fix g/J = 0.5 (g′/J = 0.25). Therein,
the peak positions are renormalized modes kmax and depend on the SPC and
phonon frequency trivially. These modes ensure that the triplon dispersion has
the right shifts. We observe the insignificant of the SPC-induced triplon mode
shift in the J ′-model: Specifically, we can see that the peak is nearly unchanged
by the strong SPC. This means that in the red curve at both arbitrary phonon
frequencies, they directly relate the strong SPC effect to the weak shift of responses
compared to the J-model and include the weaker responses. Confronted with
such a weak response in the J ′-model even though g′J/J ′ = g is set, we would
immediately declare this to be the direct result of small matrix element y′

k, which
directly manifest itself in the triplon modes.

Before summarizing, we would briefly mention that the results of the energy
flow in the J ′-model when the laser is in off-resonance with the phonon frequency
can be analyzed within the same manner as Fig. 6.7 and there is no significant
impact of matrix elements or the difference factor J/J ′ rather than those provided
before. We, therefore, avoid repetition.
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6.3 Chapter summary
In this part of the thesis, first, we have successfully rederived the EoMs when cou-
pling the spins to the driven phonons in terms of next-nearest-neighbor magnetic
interaction, so-called the J ′-model. Then, we have proceeded to compare them
with the J-model (valid for coupling the spins to the driven phonons in terms
of leading magnetic interaction) presented in chapters 4 and 5. The dynamics
determined by the J ′-model shows the same self-blocking behavior with a stan-
dard SPC strength, which emerges from the same matrix element in the theory.
However, our analyses from the triplon mode dependency of responses found that
strong SPCs in the J ′-model weaken the shift of resonant modes compared to the
J-model, that is, the magnetophononic features are weak in the J ′-model.



7. Spin-band renormalization

The by now presented results in the previous chapters provide a quite profound
understanding of how an open quantum magnetic system brings into a NESS in the
long run in the presence of both weak and strong coupling regimes. It furthermore
asserts, the eventually reached NESS can generically lead to amazing giant self-
blocking effect and correspondingly to modulation of hybrid states. However,
much less attention is paid to the driving protocol about the band-engineering on
which the probe of the system out of equilibrium takes place, and even scarcer are
general principles or predictions describing the competition between the pump
and probe fields (e.g. the self-hybrid effect or static effects) of the strong coupling
regime. So, the modulation of magnetic interactions through the laser-driven
phonons formalizes the goals in this chapter. The principal question we aim to
attack is then: Provided that we know the dynamics of the spin-lattice system
in a given setup, can we obtain the behavior of the triplon dispersion under
similar circumstances? This problem of characterizing the new triplon dispersion
poses modulated magnetic interactions. We make an artificial language for the
presence of driving fields. From the probe driving point of view, we analyze the
static and dynamic spin-band shifts in the absence and presence of probe driving,
respectively.

In this chapter, we will develop such a prediction for both J and J ′ models
formulated before under the influence of SPC. The main physical results are
contained in the ensuing two sections: an analytical prediction of the spin-band
renormalization induced by the single pump driving field, static, and the phonon
displacement in the strong coupling regime in Sec. 7.1 and then the dynamic
spin-band renormalization of the considered models in Sec. 7.2. The language
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Figure 7.1: (a) Average phonon displacement q0 in the NESS for various SPCs at
fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, and γs/J = 0.01. The q0 normalized to
nph0, Fig. 5.6, is shown in (b).

of “static” and “dynamic” stems from the probe point of view. If it is in the
effective electric field, we call it a dynamic spin-band renormalization, otherwise
it is static. This latter result, in particular, will be illustrated by means of various
phonon frequencies. Both sections will be examined by the various driving fields
in Sec. 7.3. Finally, in Sec. 7.4, we will end the chapter with a summary. The
most results presented in this chapter have not been published yet and parts of
them have been included in the submitted results of Ref. [170].

7.1 Static spin-band renormalization
The general setting to be investigated in the following involves the spin and
spin-phonon Hamiltonians in Eq. (3.1).

7.1.1 J-model
In the following, to tackle this problem by means of the same Hamiltonians in the
J-model, one easily can rewrite them as Hs + Hsp = ∑N

i=1[J + g(bi + b†
i )]S⃗1,i · S⃗2,i +

J ′S⃗2,i · S⃗1,i+1 − g(bi + b†
i )⟨S⃗1,i · S⃗2,i⟩eq. It is obvious that the magnetic interaction

J is modulated to J + gq0 in the presence of SPC, where q0 is the average phonon
displacement in the NESS. We call it a static phonon displacement since the probe
driving field is not turned on yet and it only originates from the pump driving
field. In the J-model, J ′ remains unchanged with SPC. By this, the dimerization
of the spin system which is determined by λ = J ′/J is changed to

λ̃ = J ′

J + gq0
. (7.1)

Accordingly, a renormalized triplon dispersion,

ω̃k = J̃

√
1 − J ′

J̃
cos(k) , (7.2)



7.1 Static spin-band renormalization 117

1

Figure 7.2: (a) SPC-induced spin-band frequency shift, Eq. (7.2), for various SPCs at
ω = ω0 = 2.2J at fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, and γs/J = 0.01. Panel
(b) shows the change of modulated leading magnetic interaction J̃ = J + gq0 with g for
two arbitrary frequencies ω0/J = 1.8 and 2.2 around the band center.

is acquired to describe triplons [see Appendix F for details] where J̃ = J + gq0.
This equation can be evaluated right away by measuring q0 for whether the
frequencies ω = ω0 or ω ̸= ω0. We focus on the former one.

For each phonon frequency, ω0, a special q0 is obtained. Thereby, we first
plot q0 to address the aspect of spin-band frequency shift. Following this, in
Fig. 7.1(a), the value of q0 relative to the SPC-dependent ω0 is adopted setting
the same set of parameters as Figs. 5.6 and 5.7. We remark that the phonon
displacement is the origin of the dynamical response of the triplon occupation,
which can be understood from Eq. (3.26a). Thus, following nx0 trends, one expects
to see the same behaviors for q0 in the band, too. In Sec. 5.2, we learned that the
self-blocking effect can be associated with the physics behind the energy flows such
that the laser field forces Einstein phonon to move by inducing the energy power
−E(t)ω0p(t) [see the first term of Eq. (3.24c)]. So, a negative small finite value for
the temporal average of phonon displacement (and/or momentum) is needed to
make the output energy non-zero and positive. This finite value stems from the
coupling to the spin system, which acts as an extra perturbation for the lattice
sector and forces the driven phonon to move anyway. Nicely, our results satisfy
this expectation. On the other hand, to achieve a quantitative understanding
of the self-blocking effect on the properties of the system characterized by q0,
we evaluate the phonon displacement renormalized by the phonon occupation
(Fig. 5.6) in Fig. 7.1(b). Like before, the spreading of the displacements in the
band is a direct result of the giant resonant self-blocking effect, which is gone as
soon as the self-blocking effect is excluded.

Next, we strive to achieve a quantitative understanding of the negative q0 on
the cosine spin-band in Fig. 7.2(a), by evaluating the SPC-induced spin-band
frequency shift from Eq. (7.2). To do this, we consider the driving frequency
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g/J k̃res/π kmax/π

0.05 0.6379751807 0.6379999997
0.10 0.6380561040 0.6380954907
0.15 0.6384287351 0.6384588730
0.30 0.6465140745 0.6467771828
0.50 0.6671716308 0.6670636617

Table 7.1: A comparison between k̃res and kmax [taken from Fig. 5.16(c)] for various
SPCs in the J-model at fixed N = 3000, ω = ω0 = 2.2J , γph = 0.02 ω0, a/γph = 0.2,
and γs/J = 0.01.

ω = ω0 = 2.2J from Fig. 7.1(a) and plug its corresponding q0 into Eq. (7.2). It is
already obvious in the plot of q0 that the phonon frequency plays a role in the
dispersion of the triplons. The results show that the effects of the weak SPCs
may be small compared to the overall triplon dispersion, but are not negligible.
Due to the renormalization of triplon dispersion, the dimerization parameter
∆λ = λ̃ − λ = −gλq0/[J + gq0] becomes larger as it is already established to
change with g (see Fig. 7.2(b) for J̃ = J + gq0 vs. g). The spin-band shift of
the lower and upper band edges with g is the same due to symmetrical matrix
elements, as shown in the inset panel of Fig. 7.2(a).

The corresponding wave-vectors of g-dependent peaks in uk0 provided by
Fig. 5.16 are identical to resonant wave-vectors kres satisfying ω0 = 2 ω̃kres in Eq.
(7.2). So, these shifts are in agreement with the SPC-dependent triplon mode
extracted from Eq. (7.2) in which the resonance mode changes with SPC. Despite
the different intensities in the presence of SPCs for various driving frequencies,
which stems from the phonon displacement, similar elongation patterns can be
observed far from the shifted modes. Let us compare k̃res and kmax taken from
Fig. 5.16(c) for ω0 = 2 ω̃kres in Tab. 7.1. These renormalized triplon modes should
be in excellent agreement with each other. This, in turn, means that the triplon
dispersion provided in Eq. (7.2) is strongly valid for all mode components. Thus,
we expect to see that the band-edge responses in all SPCs move toward lower
frequencies, i.e. toward the same frequencies provided in Fig. 7.2.

7.1.2 J ′-model

Before evaluating the static spin-band renormalization through the mode equality
kmax = k̃res which determines the effective triplon mode according to ω0 = 2ω̃kres ,
we remember the insignificant shift of the SPC-induced triplon mode in the J ′-
model from the previous results: Specifically, we can see that the peak in Fig. 6.8
is nearly unchanged with the strong SPC. This means that in the red curve at
both arbitrary phonon frequencies, they directly relate the strong SPC effect to
the weak shift of responses compared to the J-model and include the weaker
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responses. This result merely reformulates the conclusions drawn in Sec. 6.2 of
this thesis on the SPC-induced spin-band renormalization.

Implementing the new EoMs (6.7) and (6.9), we would derive the renormalized
spin-band through the phonon displacement in the J ′-model to see how the
dimerization is changed. To start with, we again look at the Hamiltonian parts
with the new SPC part, Eq. (6.4):

Hs = −3
4J N − 3

4J
′ ∑

k

cos(k)︸ ︷︷ ︸
H0

+J
∑
k,α

t†k,αtk,α

− 1
4J

′∑
k,α

cos(k)
(
2 t†k,αtk,α + tk,αt−k,α + t†k,αt

†
−k,α

)
, (7.3a)

⟨Hp⟩ = ω0⟨b†
0b0⟩ = Nω0

4 q2
0 = Eph , (7.3b)

HJ ′

sp,s = − g′

4 ⟨d⟩
∑
k,α

cos(k)
(

2 t†k,αtk,α + tk,αt−k,α + t†k,αt
†
−k,α − 2n(ωk)

)
,

(7.3c)

and

HJ ′

eff = Hs + ⟨Hp⟩ + Hsp,s

=
∑
k,α

Akt
†
k,αtk,α + 1

2Bk

(
tk,αt−k,α + t†k,αt

†
−k,α

)
+ constant , (7.4)

where the constant term refers to the ground state energy, A = J − J ′

2 cos(k) −
g′

2 q
J ′
0 cos(k) and Bk = −J ′

2 cos(k) − g′

2 q
J ′
0 cos(k). Following the same procedure

presented in Eq. (F.7), we obtain

ω̃J ′

k =
√
A2

k − B2
k = J

√
1 − J ′ + g′ qJ ′

0
J

cos(k) . (7.5)

Therefore, the next-nearest-neighbor J ′ is modulated to J ′ + g′ qJ ′
0 , where qJ ′

0
denotes the phonon displacement in the J ′-model.

For the present case, the phonon displacement is especially important as we
investigate a range of different values for the resonant driving frequency. So, first,
we compare the average q0 in both models. Using the same parameters as Fig. 6.8
together with q0 from Fig. 7.1, we obtain the results shown in Fig. 7.3(a) for both
models. We obtain a full agreement for the phonon displacement in the J ′-model
with the behavior of y′

k before and after the band center [see Fig. 3.3(d) where it
is positive (negative) below (above) the mode center at k/π = 1/2] . However,
the impact of strong SPC, g′/J = 0.25, in the J ′-model is comparably small in all
driving frequencies. This, in turn, means that there is no considerable effect on
the band renormalization in the J ′-model, as also confirmed by the way of peak
positions in Fig. 6.8. Thus, SPC has a strong effect only on the spin-band in the
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1
1

Figure 7.3: (a) A comparison between two models through time-average behaviors
of phonon displacement at fixed N = 2000, γph = 0.02 ω0, a/γph = 0.2, and γs/J =
0.01. In the case of J (J ′) model, we have fixed g/J = 0.5 (g′/J = 0.25). (b) A
comparison between J and J ′ models to indicate the change of modulated leading
magnetic interaction J̃ = J + gq0 with g as well as modulated next-nearest magnetic
interaction J̃ ′ = J ′ + g′qJ ′

0 with g′ for phonon frequency ω0/J = 2.2.

effective J-model. This can also be confirmed by Fig. 7.3(b) in which the shift
with SPC becomes so sluggish that any physical SPC cannot stongly change the
next-nearest-neighbor magnetic interaction J ′ because the result is always close
to one within a reasonable pristine frame.

The former relation for the resonance triplon mode in the J-model becomes
different in the J ′-model as

k̃J ′

res = cos−1
(

J

J ′ + g′ qJ ′
0

[
1 − ω2

0
4J2

])
. (7.6)

The former agreements between kmax, the position of shifted peaks in k-component
occupations, and the obtained k̃res were done for various SPCs in the J-model,
however, here we have already chosen large SPCs. It is, therefore, useful to
compare results for larger SPC strengths in Tab. 7.2. The most evident result of
this table is a complete agreement between the modes extracted from different
ways in both models up to three digits. All these together ensure us that the
renormalized spin-band relations provided in Eqs. (7.2) and (7.5) are valid for all
resonance modes of both models, especially k = 0 and π of the band edges.

g/J g′/J k̃res/π kmax/π

0.50 – 0.6671716308 0.6670636617
– 0.25 0.6382399127 0.6384674237

Table 7.2: A comparison between k̃res and kmax for various SPCs and two models J

(g/J = 0.5) and J ′ (g′/J = 0.25) at fixed N = 3000, ω = ω0 = 2.2J , γph = 0.02 ω0,
a/γph = 0.2, and γs/J = 0.01.
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Figure 7.4: A new picture of (a) J-model and (b) J ′-model with the probe driving
field E1(t). The probe beam is addressed with the frequency Ω.

7.2 Dynamic spin-band renormalization
Similarly, as in the previous section, we intend to investigate the spin-band
renormalization under the influence of weak-to-strong coupling, meaning that
the spin-band is modulated with g and g′. Contrary to the static way, however,
we now allow the probe diving field to be turned on and this means a dynamic
feature from the probe field point of view, hence the total laser field is composed
of two parts: a pump and a probe, both of which are again steady driving, and
the pump field exhibit basically the same properties as before, while the probe
features can be explored in detail. One of the more exciting things is that the
pump-probe protocol can distinguish the various things going on inside a material
that are normally mixed up.

We sketch the new models including the probe driving field in Fig. 7.4. As
before, we study the dynamics in terms of expectation values of the system’s
observables. This pump-probe driving will provide a better accurate measurement
of the spin-band renormalization. We first send a pump field to excite the system
at ω = ω0. Second, a weaker probe field with amplitude apr and frequency
Ω is sent right after the first one to measure the effect of the first excitations.
By this, we drive the system at ω = ω0 and scan the spin response in a wide
range of probe frequency Ω with increasing SPCs to the nearest- and next-
nearest-neighbor magnetic interactions to see if the observed static SPC-induced
frequency shifts can be captured. It is well-known that by changing the interval
between the first and second fields, the evolution of the excitation in the course
of time can be reconstructed, however, the time delay between the fields is
neglected for simplicity in this protocol. Let us still call it a pump-probe protocol
of laser driving even without the time delay. So, we introduce the laser field
E(t) = a cos(ωt) + apr cos(Ωt) this time [see Fig. 7.4 in which E0(t) = a cos(ωt)
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Figure 7.5: Average value of (a) k = 0 and (b) k = π component of the spin response
in the J-model, deducted by their resonant values for a better resolution of peaks,
as a function of the probe frequency, Ω/J , at N = 2000, γph = 0.02 ω0, a/γph = 0.2,
γs/J = 0.01, and apr/a = 0.2 for various SPCs and driving frequency ω = ω0 = 2.2J far
from the band edges. The dotted vertical lines show the driving-renormalized two-triplon
bands at strong SPCs. Panels (c) and (d) investigate the same treatments (without any
deduction this time) at another driving frequency ω = ω0 = 1.45J close to the lower
band edge.

and E1(t) = apr cos(Ωt)]. Here we fix the probe amplitude around 20% of the
pump field, i.e. apr/a = 0.2, and then will apply various weaker probe fields later
to see how the shifts are affected.

The starting point is again sticking to the k-components of the triplon occu-
pation. The overall goal of this section is again very similar to the previous one:
Considering both models, we aim to engineer the spin-band shifts of the coupled
system through the pump-probe protocol. We start with the J-model.

7.2.1 J-model
Illustrated in Figs. 7.5(a) and 7.5(b) are the corresponding results of pump-probe
calculations at the same driving frequency ω = ω0 = 2.2J away from the band
edges as Fig. 7.2(a) [for a clear comparison] for k = 0 and k = π components
of the spin response deducted by their resonant values for a better resolution of
peaks. Interestingly, as expected, the response in these components moves toward
lower probe frequencies, i.e. toward the same frequencies provided in Fig. 7.2(a)
for strong SPCs. The dotted vertical lines indicate respectively the renormalized
lower and upper band edge at g/J = 0.5. It should be pointed out that at this
driving frequency, the hybridization effect is not so strong and for this reason,
we can believe in the shifted lower and upper band edges, which are in excellent
agreement with previously founded shifts. It can be observed that there is a small
difference between the peak positions and the dotted vertical lines for both band
edges. To achieve the same dimerization parameters, one needs to completely
resolve this discrepancy. This discrepancy will be addressed in detail later in the
same section.

Another important example of SPC-dependent spin-band engineering that
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can be looked at it is driving frequency ω = ω0 = 1.45J so close to the lower
band edge. In this case, which constitutes strong phononic-magnetic hybrid states
due to a stronger self-blocking effect at and around the band edges, the large
peaks of the responses can not be labeled anymore as the new band edges because
strong hybridizations associated with the level repulsion are commonly assumed
to happen instantaneously, i.e. the corresponding band shifts are taken to occur
in a hidden way. In fact, this shift will obviously be carried out in a possibly
small way. The sign of this small shift comes up with some shoulders around the
lower band edge, see Fig. 7.5(c). As long as the phonon is far from the upper
band edge, the hybridization effect is still weak and the large peaks are purely
located at the new band edges, see Fig. 7.5(d). By comparison with the results of
Eq. (7.2) we can thus discern how the SPC affects the spin-band. Our present
framework is especially suited to show that there is also a resonance between the
probe frequency Ω and driving frequency ω = ω0 = 1.45J , shown as small spikes.

7.2.2 J ′-model
Starting from the same driving frequencies and keeping the set of parameters
fixed, any of these band engineerings can be assessed by means of the predictions
from Sec. 7.1.2 and Fig. 6.8 and suitably combined to obtain a better estimate of
the band shifts in the J ′-model.

Contrary to the J-model in which only the phonons far from the two-triplon
band constitute the weak self-hybrid states (strong spin-band shift) due to the
dominant role of yk element (not significant in the spin-excitations) in EoMs in
comparison to the y′

k (mainly responsible for the spin-excitations), the hybridiza-
tion effect is weak in the J ′-model for a range of phonons below, in and above the
two-triplon band. The reason is that the maximal level excitation in the coupled
system usually occurs with the pair operators accompanied by the small y′

k factor
in the EoMs. Since the given EoMs in the J ′-model is therefore described by the
individual presence of this element as the main factor of spin-band excitations,
the hybrid states are weakly formed for all phonons. Under physically reasonable
assumptions about the coupled system, the effect of driving frequencies on the
band shifts for ω = ω0 = 1.45J is also assessed with the shoulders in the J ′-model.

Figure 7.6: As Fig. 7.5 but in the J ′-model.
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We remark that the latter prediction between the true and the observed
dynamics is exact, provided that in Fig. 7.6 for both phonons at ω = ω0 = 1.45J
and ω = ω0 = 2.2J , respectively, close and far from the band edges, the responses
appear weakly and the large peaks are originated from the weak hybrid states
(level repulsion effect). Since the density of states is still high at the band edges
independent of the model, the resolution of peaks for the phonons around the
band edges are higher than those away from the band edges. Note that the
parameter J/J ′, which was used to control the models has now been absorbed
into the effective shift profile, meaning that yet the agreement between the models
setting g′J/J ′ = g will turn out to be useful for phonons so close to the band
edges [see e.g. Fig. 6.6] and for those in the band, the matrix elements yk and
y′

k compete, which the better resolution of this competition can be provided via
the pump-probe protocol, though the responses are not matched perfectly in the
band even without probe driving field, as confirmed in Figs. 6.2 and 6.6.

The phonon displacement in the J ′-model, which required a positive (negative)
intensity before (after) the band center, does also reflect its trend in the dynamic
band shifts such that sufficiently weak perturbations for the driven system expect
a band-narrowing and a band-broadening at ω = ω0 = 2.2J and ω = ω0 = 1.45J ,
respectively, due to the extra negative sign in corresponding EoMs, see Eq. (6.7).

Here, the static (in the absence of probe field) and dynamic (in the presence
of probe field) band shifts are again not perfectly consistent with each other
and a discrepancy is remained between the position of the peaks and the dotted
lines corresponding to the new static band edges. We have two reasons behind
this discrepancy between static and dynamic shifts in both models: Phonon
displacement mechanism and static effects.

The first origin of this sensitivity of triplon modes in the J ′-model is a sort of
phonon displacement mechanism, whereby the weaker interplay of many largely
independent modes appears practically weak in q0 and the contribution of phonon
displacement to the SPC for possible spin excitations and then for possible mag-
netic interaction modulation can thus be understood as a second-order correction
whose value depends on the first component of the Fourier transform of q(t).
Thereby, let us first shortly compare the Fourier decompositions of q(t) in both
models in Fig. 7.7 with the help of Eq. (4.11). Taking into account the three first
coefficients of the Fourier transforms of phonon displacement in the (a) J-model
with g/J = 0.5 and (b) J ′-model with g′/J = 0.25 in Fig. 7.7 at fixed N = 2000,
ω = ω0 = 2.2J , γph = 0.02ω0, a/γph = 0.2, and γs/J = 0.01, we exploit that the
difference between the zeroth and first components in the J ′-model is extensive
with a factor of 10 compared to the J-model. This can be understood from the
late-time steady states of phonon displacements as well such that the amplitude
of oscillations in the J ′-model is larger than that of the J-model, see the inset
panels. By this, we argue that the role of second-order correction of q(t) is more
extensive in the J ′-model. Hence, one needs to include the second-order correction
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Figure 7.7: Three first coefficients of the Fourier transform of phonon displacement in
the (a) J-model with g/J = 0.5 and (b) J ′-model with g′/J = 0.25 at fixed N = 2000,
ω = ω0 = 2.2J , γph = 0.02 ω0, a/γph = 0.2, and γs/J = 0.01. The inset panels indicate
the late-time evolution of the phonon discplacements.

in the models to try to compensate the discrepancies.
In our model, we are allowed to rewrite the phonon displacement as

q(t) = ⟨d⟩(t) = q0 +Qp cos(ωt) , (7.7)

where Qp is related to the absolute value of first coefficient of Fourier transform,
|q1|. To find the relationship between them, we once more look at the SPC
Hamiltonians in both models at zero temperature, i.e.

HJ
sp,s = g⟨d⟩

∑
k,α

[
yk t̃

†
k,αt̃k,α + 1

2y
′
k

(
t̃†k,αt̃

†
−k,α + t̃k,αt̃−k,α

) ]
, (7.8a)

HJ ′

sp,s = − g′J

2J ′ ⟨d⟩
∑
k,α

y′
k

[
2 t̃†k,αt̃k,α + t̃†k,αt̃

†
−k,α + t̃k,αt̃−k,α

]
. (7.8b)

Since the laser field indirectly excites spins through the lattice, the main contribu-
tion of second-order correction of phonon displacement originates from the pair
creation and annihilation operators. Therefore, in this formulation, we have

QJ
p = g qJ

1 y
′
k/2 , (7.9a)

QJ ′

p = − g′J qJ ′

1 y′
k/2J ′ , (7.9b)

for J- and J ′-model, respectively.
We now lay the foundation of the calculations of second-order correction to

the phonon displacement via the Magnus expansion with the help of Eq. (2.27),
see Sec. 2.5.1. Similar to two coupled harmonic oscillators, for the second-order
correction to the band edges, we here have

∆(2)ωk = 2
Q2

pωk

ω2
0 − 4ω2

k

. (7.10)
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In the J-model, at ω = ω0 = 2.2J , we have QJ
p ≃ −0.0134 and 0.0077 for the

lower 2ωk=0 =
√

2 and upper 2ωk=π =
√

6 band edge, respectively. Following the
above relation, we respectively obtain ∆(2)ωk=0 ≃ 8.94 × 10−5 and ∆(2)ωk=π ≃
−1.25 × 10−4. In the J ′-model, respectively, QJ ′

p ≃ 0.0163 and −0.0093 result in
∆(2)ωk=0 ≃ 1.32 × 10−4 and ∆(2)ωk=π ≃ −1.82 × 10−4. From the order of these
corrections, in turn, one notices that the nonlinear mechanism in the J ′-model is
stronger than the J-model for which the time-dependent perturbation of the spin
Hamiltonian in the J ′-model created by this phonon-induced modulation can be
expressed as a Taylor expansion and the effective second-order approximation of
the phonon displacement can be extracted.

These corrections try to make both peak positions and dotted lines closer, but
not significantly. Thus, we need to stick to the second origin, i.e. static effects
included in the weak probe driving effects.

7.3 Driving effects on the spin-band
Before scrutinizing the consequences of both pump and probe driving effects on
both the static and dynamic band renormalization generated by strong SPCs, we
shortly mention that the idea is to seek stronger band shifts with the SPC: This idea
structurally originates from Fermi’s golden rule [see Sec. 2.4] in which employing
stronger driving fields in the underlying basic perturbation can efficiently enhance
the responses.

7.3.1 Pump driving effect
Static band renormalization
As explained in Sec. 7.1, we intend to adopt the theoretical predictions from
the phonon displacement q0 to the dynamics generated by the SPC. For this to
be valid, the displacements should thus be calculated for other pump driving
strengths. We choose a/γph = 0.1 and 0.4 to be different than the fixed one
before at fixed N = 2000, ω = ω0 = 2.2J , γph = 0.02ω0, g/J = 0.5, g′/J = 0.25,
and γs/J = 0.01. And it should be mentioned that the probe field changes
simultaneously with the pump one following the relation apr/a = 0.2. In the
case of the J- and J ′-model, respectively, the leading and next-nearest-neighbor
magnetic interaction is calculated by the means of J̃ = J+g qJ

0 and J̃ ′ = J ′ +g′ qJ ′
0 .

After inserting the corresponding displacements from Fig. 7.8 into these modulated
interactions for a/γph = 0.1 to 0.4 at ω = ω0 = 2.2J , we find Tab. 7.3. From
Fig. 7.8, we understand the responses are no longer in the exact (a/γph)2 regime
when increasing the driving strength, as already confirmed by Fig. 6.3, and clearly
the responses are decreasing as the driving increases. This is a direct consequence
of strong perturbation effects.

We already expected stronger band shifts with increasing the pump driving
field. Since the quantities 2ω̃min and 2ω̃max are in direct correspondence to the
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a/γph J̃/J 2ω̃J
min 2ω̃J

max J̃ ′/J ′ 2ω̃J ′
min 2ω̃J ′

max

0.0 1.0 1.41421356 2.44948974 1.0 1.41421356 2.44948974
0.1 0.995818 1.40533909 2.44095267 0.99960 1.41449460 2.44932745
0.2 0.981775 1.37549213 2.41227664 0.99816 1.41550768 2.44874212
0.4 0.954315 1.31690488 2.35616181 0.99406 1.41840403 2.44706559

Table 7.3: A comparison between J and J ′ models for various pump driving strengths
a/γph at fixed N = 2000, ω = ω0 = 2.2J , γph = 0.02 ω0, g/J = 0.5, g′/J = 0.25, and
γs/J = 0.01.

magnetic interactions, the band shifts ( stronger in the J-model) at both the
lower and upper band edges move towards the lower energy levels with a/γph. In
the case of J ′-model, however, the behavior is not the same with a/γph such that
the lower band edge moves to the higher levels and the upper band edge moves
slightly to the lower levels, resulting in narrower spin-band [see Tab. 7.3].

Generally speaking, the band shifts to the lower energy levels with a/γph in
the J-model independent of the driving frequency. While we do not exploit a
general description for the shifts in the J ′-model since the phonon displacement
does not offer a constant sign and remnants of driving frequencies below the band
center propose a broader spin-band in the final prediction.

Dynamic band renormalization
The pump-probe driving field suggests that predicting the band shifts generated
by the SPC by means of probe frequency scan should yield constant offsets for
various pump fields, meaning that individual pump driving without probing does
not need any further discussion. If the effective E(t) is unprobed in the sense that
E1(t) vanishes, then E0(t) does not show any response from the spin excitations
via the probe driving or SPC. However, the influence of pump field at a constant
probe field (apr = 0.2 a) is more subtle. We thus additionally require a strong

1

1 1
1

1

1

Figure 7.8: Pump driving effect on the phonon displacement in the (a) J-model and
(b) J ′-model at fixed N = 2000, γph = 0.02 ω0, g/J = 0.5, g′/J = 0.25, and γs/J = 0.01.
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Figure 7.9: Pump driving effect on the dynamic spin-band renormalization in the
{(a),(b)} J-model and {(c),(d)} J ′-model at fixed N = 2000, ω = ω0 = 2.2J , γph =
0.02 ω0, g/J = 0.5, g′/J = 0.25, and γs/J = 0.01.

SPC at least to see the effects. We again use g/J = 0.5 and g′/J = 0.25 in both
models at the same used parameters to control the dynamical responses.

By inspection of various pump amplitudes a/γph in Fig. 7.9 for a representative
driving frequency ω = ω0 = 2.2J in both J and J ′ models, we understand that
the effective band shift strength as mediated by the driving phonon is grown with
the pump field, meaning that the spin-band renormalization strength translates
into a corresponding driving prerequisite. Moreover, the occupations increase with
driving amplitude. We remark that, in the J-model, the somewhat trivial limit of
extremely weak and strong drivings are reflected correctly: If the pump driving
is weak-enough, a/γph = 0.1, then the perturbation profile is somehow mapped
back onto the case of decoupled case and the tiny percent of shift is observed
for the new band edge formation. As with the strong perturbation profile, large
shifts happen for a/γph = 0.4. On the other hand, in the J ′-model, the band
becomes narrower with driving a/γph at the driving frequency ω = ω0 = 2.2J [and
a broader spin-band is expected for ω = ω0 = 1.8J due to q0 > 0 in the J ′-model].
Since the static and dynamic predictions are not expected to reach different shifts,
comparing the new energy levels at, for instance, a/γph = 0.1 and 0.4 of Fig. 7.9
(a) and (b) produces the same shifts as, respectively, 1.405 and 1.316 for the lower
band edge and 2.440 and 2.356 for the upper band edge of J-model, consistent with
third and fourth columns of Tab. 7.3. We achieve, considering the second-order
correction discussed in Eq. (7.10) in the case of J ′-model, respectively, 1.414 and
1.418 for the lower band edge and 2.449 and 2.447 for the upper band edge, again
consistent with sixth and seventh columns of Tab. 7.3.

7.3.2 Probe driving effect
For the purpose of a perfect match between static and dynamic shifts, we temporar-
ily switch off the pump driving by setting a = 0 to get a qualitative understanding
of how the band dispersion changes under the probe diving. This means that the
only available driving field in the models is the very weak probe fields, namely
apr/γph = 0.001, 0.002, 0.003, 0.004, 0.006, and 0.008 for the experimental pur-
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Figure 7.10: Probe driving effect on the dynamic spin-band renormalization in
the {(a),(b)} J-model and {(c),(d)} J ′-model at fixed N = 2000, ω = ω0 = 2.2J ,
γph = 0.02 ω0, g/J = 0.5, g′/J = 0.25, and γs/J = 0.01. In panels (b) and (d) the
pump driving field is turned on, a/γph = 0.2. In the panels δωhyb refers to the energy
difference between the peak positions and the bare band edges induced by the probe
driving field and/or self-hybrid effect.

poses. Note that the damping energy is also already weak – around 2% of the
phonon energy which is γph = 0.044J for the phonon frequency ω = ω0 = 2.2J
– for instance. Thus, in these weak-enough probe fields, the system is almost
undriven (static limits) and no laser energy indirectly/directly should be trans-
ferred into the coupled system. In general, we expect that the SPC-induced
phononic-magnetic hybrid states are approximately not formed as time progresses.
Thus, the spin-band shift must approach zero for these weak fields, meaning that
the weak-enough probe driving ensures that the modifications of the spin-band
are persistent on the relevant SPCs and do not change significantly with SPC. If
this result is not met, we call the states directly resonant self-hybrid originating
from the static effects and the inherent band shift with probe field is the second
origin (significant) of discrepency between static and dynamic shifts. For the sake
of the pump driving absence, we focus on the dynamic band renormalizations
in the following. Moreover, we may think of only the lower band edge since the
symmetry between the lower and upper band edges expects the same arguments.

As plotted in Figs. 7.10(a) and 7.10(c), respectively, for the J- and J ′-model,
the generally emerging picture is thus as follows: Occupations can be shifted
with SPC even when the probe diving is very weak which should not be the case,
meaning that the system displays a self-hybrid effect. In a sufficiently generic
setting, almost the energy level of all self-hybrid states will remain unchanged
with probe driving as well as both models show almost the same responses because
of the same matrix elements in the absence of pump field. However, this effect
is weak in both models, implying that the peaks are not far from the bare band
edges with the sole role of probe driving field. This, in turn, is not the case when
the pump driving field is switched on. In this case, having made sure that the y′

k

matrix elements are mainly responsible for spin excitations in both models, the
sensitivity criteria of models to the perturbations can only be collected via this
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Figure 7.11: Probe driving effect on the phonon spectrum around the (a) lower and
(b) upper band edge in the J-model at fixed N = 2000, ω = ω0 = 2.2J , γph = 0.02 ω0,
g/J = 0.5, g′/J = 0.5, and γs/J = 0.01.

element. Additionally, the occupations increase with the probe driving amplitude,
similar to the pump one.

Note that the second-order correction of phonon displacement is already
included in the dotted lines, however, the discrepancy between static and dynamic
shifts is still there. Let us concentrate on the band edge shifts here and the
hybridization effects which are mainly dedicated to the large peaks. Under the
same assumptions and conditions, we turn on the pump field, a/γph = 0.2 in
both models, see Figs. 7.10(b) and 7.10(d). Altogether, occupations show the
energy level of blue lines in Figs. 7.9(a) and 7.9(c). From Fig. 7.10(b), one can
conclude that the probe driving field and/or the self-hybrid effect does shift the
band edge which can be characterized by δωhyb ̸= 0 as the difference between the
peak positions and the bare band edges. By this the discrepancy mentioned before
is resolved. Thus,

(
2ω̃k + ∆(2)(2ωk)

)
|static = (Ωmax + δωhyb) |dynamic holds true.

Finally, we come back to the self-blocking effect mentioned in chapter 5 in the
discussion of strong SPC effect, namely the fact that the spin system acts as a
perturbation and extra inertia by pushing the phonons to move, which in turn leads
to more (less) energy absorption by the phonons (triplons). And, it eventually
blocks the input energies to the spin system itself. The strong suppression at
the band edges of the two-triplon band directly relates to this self-blocking effect
and for the new band edges engineered by the pump-probe protocol, significant
suppression of phonon occupation must only occur at the energy levels of new
band edges. Naturally, the phonon occupation receives a correction from the
modified triplon band and, nevertheless, the general mechanism remains the same
to satisfy the resonance condition ω̃0 = 2ω̃k in both models. For instance, at
ω = ω0 = 2.2J and the same set of parameters, in the J-model, the phonon
occupation is suppressed at the new band edges [Fig. 7.11(a) and 7.11(b)] around
both band edges. The same argument is valid in the J ′-model, not shown here.
In this way, we also show the spin-band renormalization.
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7.4 Chapter summary
This chapter’s study of spin-band renormalization in a driven-dissipative quantum
spin-1/2 chain dealt with two types of method accompanying the SPC effect. The
first type of setup is focused on the two-triplon band modulation through the
single pump driving field and phonon displacement. While the second method as
the general setup stars a pump-probe protocol prepared in a non-equilibrium state,
followed by another periodic probe protocol (in addition to the pump driving
field) during which it evolves the dynamics weakly under the same conditions.

In the spirit of J and J ′ models, we applied these methods by suitable param-
eters, calculated the band edge frequencies at both weak and strong SPC regimes,
calculated the average value of k = 0 and k = π components of triplon occupations
in the NESS, and showed that the individually observed behavior of spin-band
edges with SPC under both these methods is not practically indistinguishable
from each other. A detailed test of our analytical calculations against numerical
simulations of a pump-probe protocol revealed good agreement, notably only
with second-order approximation of the phonon displacement and inherent static
effects. In the latter, changing perspectives, individual extremely weak probe
protocols lead to an inherent feature of the system, called self-hybrid effect due
to the static effects, i.e. a setup in which some external weak control parameter
can be manipulated such that coupled spin-lattice system answers to the strong
SPC regime. Another noteworthy aspect of these numerical verifications is that
the giant resonant self-blocking effect can be seen in the new modulated band
edges. These, in turn, promote the pump-probe protocol to a measurement for
the spin-band engineering in magnetophononically driven quantum magnets.





8. Summary and outlook

In this dissertation, we have investigated some aspects of the non-equilibrium
dynamics of open quantum magnetic systems. The central subject matter of
this thesis was to find simple descriptions for the behavior of quantum magnetic
systems out-of-equilibrium based on the well-verified theoretical modeling of their
constituents. In particular, we have considered those non-equilibrium situations
which are generated by the presence of time-dependent stationary driving fields.
Yet the detailed observable behavior of spin systems out-of-equilibrium is not
well-established. For instance, as expounded in chapter 2, the inclusion of the
damping effects in the open quantum systems may lead to the stationary states for
the observable expectation values at long times; the stationary states coincide with
the calculations in the current thesis for a dimerized driven-dissipation spin-1/2
chain (chapter 3).

More precisely, our primary interest was to describe the dynamical properties
of spin-1/2 chain that are finally far from the equilibrium state under the influence
of weak-to-moderate perturbations: How do the driven lattice and spin degrees of
freedom reach the NESS, preserve it, and relax towards the equilibrium (chapter
4)? Can we tune the reached NESS with the driving parameters, weak spin-
phonon coupling, and damping energy? How does this NESS emerge in the
experiment? Can we find novel physical insights with the strong spin-phonon
coupling (chapter 5)? How does the coupling of the lattice to different spin-bonds
affect the subsystem responses (chapter 6)? And how the spin-band can be
renormalized through the vibrations and pump-probe protocols (chapter 7)? For
this setup, we have answered these questions for the time evolution of expectation
values of driven damped spin-lattice system in two distinct but related models.
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In the first step, the dynamical properties generated by a laser-frequency
modulation in a dimerized driven-dissipation spin-1/2 chain have been solved
with mainly Lindbladian adjoint quantum master equation within the Marko-
vian approximation. This is a common procedure to derive the time evolution
of observables in open quantum systems with much slow decay of bath correla-
tions/excitations. The general idea of this equation is thus to individually couple
the system sectors with the fact that the weak interaction with many atoms is
supposed to simulate the coupling to a thermal bath with temperature T and
for this, the rates of Lindblad operators must be related to each other by a
Maxwell-Boltzmann factor. Conceptionally, this exploits the phenomenological
dissipation effects well.

In chapter 3 we reviewed the experimental observations of a target material
CuGeO3, an alternating gapped spin-1/2 chain, and modeled the whole driven
damped spin-lattice system, which can be split into four parts: a spin sector
for which we assume an antiferromagnetic Heisenberg Hamiltonian comprising
of intra- and inter-dimer couplings, an infrared-active dispersionless phonon, a
spin-phonon coupling part as developed in the context of mean-field decoupling
approximation, and a laser-phonon coupling Hamiltonian employed based on the
mechanism that the time-varying electrical dipole moment of phonons is coupled
to the time-dependent steady laser field. The physical observables of the entire
system were then introduced. Finally, the equations of motion of these observables
were derived through the Lindblad quantum master equation.

In chapter 4, we studied the dynamical properties of driven damped, but
weakly coupled spin-lattice system in detail. Achieving the coherent phonon and
spin NESS was the primary result for a wide range of applicable parameters,
which is important for experimental purposes. In the context of many-body
systems, the perturbation theory states that the response of occupations for weak
perturbations and late times is proportional to the square of laser amplitude as
well as to the square of spin-phonon coupling. Not least, this was the case in
our model because arguably the standard method using ordinary perturbation
theory is usually limited to small dense spectra. Besides describing the relaxation
towards equilibrium, the theory also provides a description of the energy flows in
various parts of the system. As in most studies, in the last part of this chapter, the
experimental possibilities for the ultrafast running of such systems were provided.

In chapter 5, we investigated the strong coupling regime of the spin-lattice
system, which allows us to quantify the spin feedback effects in terms of occupations.
The general procedure works as follows: The strong spin-lattice coupling regime
is prepared in a NESS and at this point, an effective negative spin feedback effect
is appeared as an extra inertia/perturbation for the laser-driven phonon – a giant
resonant self-blocking effect in the spin system associated with the suppressed
phonon occupation. The dependence of response of the occupations to a strong
coupling regime leads to hybrid phononic-magnetic states and to introducing



135

quasiparticles phonon-bitriplons. We assessed to what extent the hybrid states
manifest themselves in the triplon modes, looking at the k-components of the
triplon occupation.

In chapter 6, we developed another model. By analogy with the coupling to
the leading magnetic interaction J , the J ′-model where the phonon is coupled
to the next-nearest-neighbor J ′ coupling was regarded as a new scenario for a
sensitive dependency of self-blocking and hybrid states on the strong spin-lattice
coupling regime. The matrix elements pertaining to the spin excitations as well
as the prefactor 1/λ = J/J ′ are the main differences in the models, to cover the
weaker responses in the J ′-model.

In chapter 7, for the spin-band renormalization, we analytically calculated
the band edge shifts and formulated a pump-probe setup with very weak probe
driving fields to compare the obtained results from the analytical ones. Analytical
solutions were obtained for special driving frequencies, notably for sufficiently
away from the band edges. Interestingly, the results resemble common shifts
for the band edges which are nonlinear with the spin-lattice coupling. These
demonstrated that the good agreement is not the latest finding. In single very
weak probe driving examples, the spin-lattice system was expected to remain
almost decoupled with a strong coupling regime, but self-hybrid effects appeared
as an inherent property of this system.

Regarding the reliable approximations adopted and employed in this thesis dur-
ing the derivations and analyses, even though the model and EoMs are applicable
to a large variety of different regimes, it also suffers from some limitations.

The discussion in the present thesis is restricted to spin-1/2 objects. Higher
values for the spins would result in larger local Hilbert spaces, but this should
not affect most aspects of the qualitative physics of this model. Whereas the
model presented here treats the weak-to-strong SPC dependence of dynamics
well, it does make limitations and approximations in other respects. The use of a
Heisenberg model to describe inorganic dimerized spin chain compounds misses
the anisotropy terms as well as the interaction between different triplon modes.
Clearly, further research and theoretical input are needed to fully include these
terms into this system, which can lead to an overestimate of the spin gap.

As the inter-dimer coupling, λ, is changed with SPC, the approximation that
we treat the triplons as bosons may no longer be strictly valid. In this case, triplons
can be treated as hard-core bosons especially when the triplet-triplet interaction
is taken into account in the dynamics. However, as our triplon occupation in the
NESS has shown, the quantitative densities are small and one may still keep the
approximation.

In the implementation of the Lindblad formalism, we assumed that Lindblad
operators for triplons are spin nonconserving and can be approximately treated as
damped oscillators. This is consistent with the weak damping of spin excitations.
Inclusion of generic spin-conserving operators Lkq = t†ktq gives extra dissipation
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channels and eventually new corrections to the EoMs, which our calculation does
account for in the future works. It is also well-known that the system temperature
is mainly controlled by the phonons and employing a thermal phonon occupation
or temperature-dependent bath operators in the Lindblad formalism may extend
the current study to the finite temperature situation.

The laser driving field is steady in the present work. However, our formalism
can also be used to study the non-equilibrium physics of quantum magnetic
materials subjected to various driving sources like Gaussian pulses instead of
steady driving.

In addition, it would naturally be desirable to look at the interaction between
the triplons in the spin system through the retarded Green’s functions to see how
the observables are affected by each other after a time-lapse. These functions
can be taken into account when they are important in spectral density or optical
studies.



A. Spin Hamiltonian

To derive the Hamiltonian for the spin system, we start with the Sachdev’s bond
operator representation given in Sec. 2.3, to calculate both terms of intra- and
inter-dimer interactions given by Eq. (3.2). So, we have
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It is again simple to see the role of three first terms in the first line of Eq. (A.1c)
in any arbitrary state is zero. Thus,

S⃗1,i · S⃗2,i = −1
4
∑

α

(
s†

isi + t†α,itα,i

)
+ i

4
∑

α,β,ζ

ϵαβζs
†
i

(
t†β,itζ,itα,i − t†β,itζ,itα,i − δα,βtζ,i

)
+ i

4
∑

α,β,ζ

ϵαβζsi

(
t†β,itζ,it

†
α,i − t†β,itζ,it

†
α,i − δα,ζt

†
β,i

)
− 1

4
∑
β,ζ

t†β,itζ,it
†
β,itζ,i + 1

4
∑
β,ζ

t†β,itζ,it
†
ζ,itβ,i , (A.2a)

= −3
4s

†
isi − 1

4
∑

α

t†α,itα,i − 1
4
∑
β,ζ

t†β,it
†
β,itζ,itζ,i − 1

4
∑
β,ζ

t†β,itζ,iδβ,ζ

+ 1
4
∑
β,ζ

t†β,it
†
ζ,itζ,itβ,i︸ ︷︷ ︸

t†
β,i

tβ,it
†
ζ,i

tζ,i−t†
β,i

tζ,iδβ,ζ

+1
4
∑
β,ζ

t†β,itβ,i , (A.2b)

= −3
4s

†
isi − 1

4
∑

α

t†α,itα,i − 1
4
∑

α

t†α,itα,i + 1
4
∑
β,ζ

t†β,itβ,it
†
ζ,itζ,i︸ ︷︷ ︸∑

β
t†
β,i

tβ,i

∑
ζ

t†
ζ,i

tζ,i

− 1
4
∑

α

t†α,itα,i + 3
4
∑

α

t†α,itα,i , (A.2c)

= −3
4 s†

isi︸︷︷︸
1−
∑

α
t†
α,itα,i

+1
4
∑

α

t†α,itα,i , (A.2d)

= −3
4 +

∑
α

t†α,itα,i . (A.2e)

Using the Fourier transformation the operators can be transferred into the
momentum space
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which is that of Eq. (3.8a).
Turning to the second term of Eq. (3.2), we calculate
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At this stage, to make the calculations easier, we stick to the triplon operator
representation given in Sec. 2.3.2 in which the singlet state is defined as the
vacuum state, meaning that one sets s = 1, leading to
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Again, taking only bilinear terms into account, we only keep the first term
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Following Eq. (A.3) and the Dirac delta definition
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Thus, the spin Hamiltonian considering both terms in Eqs. (A.4) and (A.9) can
be obtained as
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B. Triplon dispersion relation

Here we intend to derive the triplon dispersion relation (3.14). To do so, we start
with the Bogoliubov transform via

tk,α = t̃k,α cosh(θk) + t̃†−k,α sinh(θk) , (B.1a)
t†k,α = t̃†k,α cosh(θk) + t̃−k,α sinh(θk) . (B.1b)

resulting in the following transformed terms appeared in the spin Hamiltonian (3.9)
[we omit the triplon flavor index α hereafter where necessary for simplicity]
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−k cosh(θk) sinh(θk)

+ t̃−k t̃k sinh2(θk) . (B.2c)

Given that the expressions are invariant due to cos(−k) = cos(k), we exchange
−k by k in the above equations, leading to

2t†ktk = 2t̃†k t̃k
(
cosh2(θk) + sinh2(θk)

)
+
(
t̃†k t̃

†
−k + t̃−k t̃k

)
sinh(2θk)

+ 2 sinh2(θk) , (B.3a)

tkt−k = t̃†k t̃k sinh(2θk) + t̃−k t̃k cosh2(θk) + t̃†k t̃
†
−k sinh2(θk) + 1

2 sinh(2θk) ,
(B.3b)
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t†kt
†
−k = t̃†k t̃k sinh(2θk) + t̃−k t̃k sinh2(θk) + t̃†k t̃

†
−k cosh2(θk) + 1

2 sinh(2θk) .
(B.3c)

Thus, we obtain the spin Hamiltonian as

Hs = J
∑
k,α

t†k,αtk,α − 1
4J

′∑
k,α

cos(k)
(
2 t†k,αtk,α + tk,αt−k,α + t†k,αt

†
−k,α

)
,

(B.4a)

=
∑
k,α

t̃†k,αt̃k,α

(
J cosh(2θk) − 1

2 cos(k) [cosh(2θk) + sinh(2θk)]
)

︸ ︷︷ ︸
ωk

+
(
t̃−k,αt̃k,α + t̃†k,αt̃

†
−k,α

)(1
2J sinh(2θk) − 1

4J
′ cos(k)

[
cosh(2θk)

+ sinh(2θk)
])

+ 2 sinh2(θk) + sinh(2θk)︸ ︷︷ ︸
constant

. (B.4b)

This Hamiltonian is expected to be diagonal as

Hs =
∑
k,α

ωk t̃
†
k,αt̃k,α + constant . (B.5)

Thereby, the following term given in the second line of Eq. (B.4b) should be zero,
resulting in

1
2J sinh(2θk) − 1

4J
′ cos(k) [cosh(2θk) + sinh(2θk)] = 0 , (B.6a)

sinh(θk) cosh(2θk) = 1
4
J ′

J
cos(k) [sinh(θk) + cosh(θk)]2 , (B.6b)(

eθk − e−θk

) (
eθk + e−θk

)
= J ′

J
cos(k)e2θk , (B.6c)

1 − e−4θk = J ′

J
cos(k) , (B.6d)

e−2θk =
√

1 − J ′

J
cos(k) . (B.6e)

Now, it is time to find ωk:

ωk = J cosh(2θk) − 1
2 cos(k) [cosh(2θk) + sinh(2θk)] , (B.7a)

= J

2
√

1 − J ′

J
cos(k)

[
2 − J ′

J
cos(k)

]
− J ′ cos(k)

2
√

1 − J ′

J
cos(k)

, (B.7b)

= 1
2
√

1 − J ′

J
cos(k)

(2J − 2J ′ cos(k)) , (B.7c)

= J

√
1 − J ′

J
cos(k) , (B.7d)
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where defining λ = J ′/J , the one-triplon dispersion relation is determined by

ωk = J
√

1 − λ cos(k) . (B.8)





C. Equations of motion

Here we deduce the equations of motion for all defined observables in Sec. 3.4. In
the absence of damping effects, we only deal with the Heisenberg term, i.e. the
first term of the Lindblad equation. In the beginning, we provide some useful
relations

[A,B] = − [B,A] , (C.1a)
[cA,B] = c[A,B] , (C.1b)

[AB,C] = A[B,C] + [A,C]B , (C.1c)
[A,BC] = [A,B]C +B[C,A] , (C.1d)

[AB,CD] = [A,C]BD + C[A,D]B + A[B,C]D + CA[B,D] . (C.1e)

where A, B, C and D are operators and c is a complex number.
We start with the phonon sector observables defined by Eq. (3.21), i.e. q(t) =

⟨(b†
0 + b0)/

√
N⟩(t), p(t) = ⟨i(b†

0 − b0)/
√
N⟩(t) and nph(t) = ⟨b†

0b0/N⟩(t). Thus, we
obtain

[H, q(t)] = [Hp, q(t)] = ⟨ ω0√
N

(
b†

0[b0, b
†
0] + [b†

0, b0]b0
)
⟩(t)

= ⟨ ω0√
N

(b†
0 − b0)⟩(t) = −iω0p(t) , (C.2a)

[H, p(t)] = [Hp, p(t)] + [Hsp,s, p(t)] + [Hl, p(t)]

= ⟨i ω0√
N

(
b†

0[b0, b
†
0] − [b†

0, b0]b0
)

︸ ︷︷ ︸
b†

0+b0

⟩(t)

+i
g

N
⟨[b†

0 + b0, b
†
0 − b0]︸ ︷︷ ︸

2

⟩
∑

k

(
yk[uk(t) − 3n(ωk)]
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+1
2y

′
k [zk(t)z∗

k(t)]︸ ︷︷ ︸
2Rezk(t)

)
(t) + iE(t)⟨[b†

0 + b0, b
†
0 − b0]︸ ︷︷ ︸

2

⟩(t)

= iω0q(t) + 2i (E(t) + g[U(t) + V(t)]) , (C.2b)
[H, nph(t)] = [Hsp,s, p(t)] + [Hl, p(t)]

= ⟨ g√
N

[b†
0 + b0, b

†
0b0]︸ ︷︷ ︸

−b†
0+b0

⟩(t) [U(t) + V(t)] + E(t)√
N

⟨[b†
0 + b0, b

†
0b0]︸ ︷︷ ︸

−b†
0+b0

⟩(t)

= i (E(t) + g[U(t) + V(t)]) p(t) , (C.2c)

where

U(t) = 1
N

∑
k

yk [uk(t) − 3n(ωk)] , (C.3a)

V(t) = 1
N

∑
k

y′
k vk(t) , (C.3b)

and vk(t) = Re zk(t).
Now, we employ the Lindblad formalism to take the damping into account for

each of q(t), p(t) and nph(t). To do so, as mentioned in the Sec. 2.7.2, the only
possible Lindblad (jump) operators are Li = b0 and b†

0 because it is clear from
Eq. (2.59) that for Li = b†

0b0 or b0b
†
0 at zero temperature, n(ω0) = 0, the damping

effect is zero. Following Eq. (3.23), we make use of the commutators

[b†
0, q(t)] = ⟨ 1√

N
[b†

0, b
†
0 + b0]⟩(t) = − 1√

N
, (C.4a)

[q(t), b0] = ⟨ 1√
N

[b†
0 + b0, b0]⟩(t) = − 1√

N
, (C.4b)

[b†
0, p(t)] = ⟨ i√

N
[b†

0, b
†
0 − b0]⟩(t) = i√

N
(t) , (C.4c)

[p(t), b0] = ⟨ i√
N

[b†
0 − b0, b0]⟩(t) = − i√

N
, (C.4d)

[b†
0, nph(t)] = ⟨ 1

N
[b†

0, b
†
0b0]⟩(t) = − b†

0
N
, (C.4e)

[nph(t), b0] = ⟨ 1
N

[b†
0b0, b0]⟩(t) = − b0

N
. (C.4f)

Inserting these relations in Eq. (3.23) and using Eq. (C.2) at zero temperature,
we obtain

d
dtq(t) = i[H, q(t)] − 1

2γph(n(ω0) + 1)⟨b0 + b†
0√

N
⟩(t)

+ 1
2γphn(ω0)⟨

b†
0 + b0√
N

⟩(t)

= ω0p(t) − γph

2 q(t) , (C.5a)



147

d
dtp(t) = i[H, p(t)] − 1

2γph(n(ω0) + 1)⟨b0 − b†
0√

N
⟩(t)

+ 1
2γphn(ω0)⟨

b†
0 − b0√
N

⟩(t)

= − ω0q(t) − 2
(

E(t) + g[U(t) + U(t)]
)

− γph

2 p(t) , (C.5b)

d
dtnph(t) = i[H, nph(t)] − 1

2γph(n(ω0) + 1)⟨2b†
0b0

N
⟩(t)

+ 1
2γphn(ω0)⟨

2b0b
†
0

N
⟩(t)

= −
(

E(t) + g[U(t) + U(t)]
)
p(t) − γphnph(t) . (C.5c)

where γph refers to the phonon damping parameter. Thus, in summary, the
following EoMs should be solved for the phonon sector:

d

dt
q(t) = ω0p(t) − γph

2 q(t) , (C.6a)
d

dt
p(t) = −ω0q(t) − 2 [E(t) + g (U(t) + V(t))] − γph

2 p(t) , (C.6b)

d

dt
nph(t) = − [E(t) + g (U(t) + V(t))] p(t) − γphnph(t) . (C.6c)

As fo the spin sector, we use the definitions uk(t) = ⟨∑α t̃
†
k,αt̃k,α⟩(t) and

zk(t) = ⟨∑α t̃
†
k,αt̃

†
−k,α⟩(t). Also, the diagonalized spin Hamiltonian given by

Hs = ∑
q,β ωq t̃

†
q,β t̃q,β fits the notation. We first would list some useful commutators

in the following

[t̃†k,αt̃
†
−k,α, t̃

†
q,β t̃q,β] = − δk,qδαβ t̃

†
q,β t̃

†
−k,α − δ−k,qδαβ t̃

†
q,β t̃

†
k,α = −2t̃†k,αt̃

†
−k,α ,

(C.7a)
[t̃k,αt̃−k,α, t̃

†
q,β t̃q,β] = + δk,qδαβ t̃−k,αt̃q,β + δ−k,qδαβ t̃k,αt̃q,β = +2t̃−k,αt̃k,α ,

(C.7b)
[t̃†k,αt̃k,α, t̃

†
q,β t̃

†
−q,β] = + δk,qδαβ t̃

†
k,αt̃

†
−q,β + δk,−qδαβ t̃

†
q,β t̃

†
k,α = +2t̃†k,αt̃

†
−k,α ,

(C.7c)
[t̃k,αt̃−k,α, t̃

†
q,β t̃

†
−q,β] = δk,qδαβ t̃−k,αt̃

†
−q,β + δk,−qδαβ t̃

†
q,β t̃−k,α

+ δ−k,qδαβ t̃k,αt̃
†
−q,β + δ−k,−qδαβ t̃

†
q,β t̃k,α

= 2 + 2t̃†−k,αt̃−k,α + 2t̃†k,αt̃k,α . (C.7d)

We then calculate (at zero temperature n(ωk) = 0)

[Hs, uq(t)] = ⟨[
∑
k,α

ωk t̃
†
k,αt̃k,α,

∑
β

t̃†q,β t̃q,β]⟩(t) = 0 , (C.8a)

[Hsp,s, uq(t)] = gq(t)⟨[
∑
k,α

yk t̃
†
k,αt̃k,α

+ 1
2y

′
k(t̃†k,αt̃

†
−k,α + t̃k,αt̃−k,α),

∑
β

t̃†q,β t̃q,β]⟩(t)
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= gq(t)
2 ⟨

∑
k,α,β

y′
k[t̃†k,αt̃

†
−k,α, t̃

†
q,β t̃q,β] + y′

k[t̃k,αt̃−k,α, t̃
†
q,β t̃q,β]⟩(t)

= gq(t)⟨y′
k (zk(t) − z∗

k(t))︸ ︷︷ ︸
2iImzk(t)

⟩

= 2igq(t)y′
kwk(t) , (C.8b)

[Hs, zq(t)] = ⟨[
∑
k,α

ωk t̃
†
k,αt̃k,α,

∑
β

t̃†q,β t̃
†
−q,β]⟩(t) = 2ωkzk(t) , (C.8c)

[Hsp,s, zq(t)] = gq(t)⟨
∑

k,α,β

yk[t̃†k,αt̃k,α, t̃
†
q,β t̃

†
−q,β] + 1

2y
′
k[t̃k,αt̃−k,α, t̃

†
q,β t̃

†
−q,β]⟩(t)

= 2gq(t)
(
ykzk(t) + y′

k[uk(t) + 3
2 ]
)
, (C.8d)

where in Eq. (C.8b), we have used the definition wk(t) = Im zk(t).
Next, the damping effect is taken into account employing the Lindblad formal-

ism. In the spin sector, the Lindblad operators are again chosen as single operators
due to the same reason mentioned in the phonon sector at zero temperature. So,
we choose Li = t̃k,α and t̃†k,α. By this, we need the following relations

[t̃†k,α, uk(t)] = [t̃†k,α,
∑

β

t̃†q,β t̃q,β] = −
∑

α

t̃†k,α , (C.9a)

[uk(t), t̃k,α] = [
∑

β

t̃†q,β t̃q,β, t̃k,α] = −
∑

α

t̃k,α , (C.9b)

[t̃†k,α, zk(t)] = [t̃†k,α,
∑

β

t̃†q,β t̃
†
−q,β] = 0 , (C.9c)

[zk(t), t̃k,α] = [
∑

β

t̃†q,β t̃
†
−q,β, t̃k,α] = −2

∑
α

t̃†−k,α . (C.9d)

Inserting these relations in Eq. (3.23) and using Eq. (C.8), we obtain

d
dtuk(t) = i[H, uk(t)] − 1

2γs⟨
∑

α

2t̃†k,αt̃k,α⟩(t)

= 2gq(t)y′
kwk(t) − γsuk(t) , (C.10a)

d
dtzk(t) = i[H, zk(t)] − 1

2γs⟨
∑

α

2t̃†k,αt̃
†
−k,α⟩(t)

= 2iωkzk(t) + 2igq(t)
(
ykzk(t) + y′

k[uk(t) + 3
2 ]
)

− γszk(t) , (C.10b)

where γs is the spin damping parameter. As previously defined, zk(t) = vk(t) +
iwk(t) is a complex operator with the EoM given by Eq. (C.10b). However, we
separate real and imaginary parts for simplicity to have

d
dt [vk(t) + iwk(t)] = 2iωk[vk(t) + iwk(t)]

+ 2igq(t)
(
yk[vk(t) + iwk(t)] + y′

k[uk(t) + 3
2 ]
)

− γs[vk(t) + iwk(t)] ,
(C.11a)

d
dtvk(t) = − 2ωkwk(t) − 2gq(t)ykwk(t) − γsvk(t) , (C.11b)
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d
dtwk(t) = 2ωkvk(t) + 2gq(t)

(
ykvk(t) + y′

k[uk(t) + 3
2 ]
)

− γswk(t) . (C.11c)

Thus, for the spin sector the following EoMs are obtained:

d

dt
uk(t) = 2 g q(t) y′

k wk(t) − γsuk(t) , (C.12a)
d

dt
vk(t) = − 2 [ωk + g q(t) yk] wk(t) − γs vk(t) , (C.12b)

d

dt
wk(t) = 2 [ωk + g q(t) yk] vk(t) + 2 g q(t) y′

k

[
uk(t) + 3

2

]
− γs wk(t) .

(C.12c)





D. Resonant triplon criterion

In this appendix, we derive the resonant triplon criterion to find the driving
parameters suitable for the formation of NESS; those causing the spin system to
inhibit NESS formation. In general, we deal with the EoMs given by Eqs. (3.26a)-
(3.26c) in the triplon system and the phonon displacement q(t) = 2 a

γph
sin(ω0t) =

2DJ
g

sin(ω0t) as follows

d
dtuk(t) = 2gq(t)y′

kImzk(t) − γsuk(t) , (D.1a)
d
dtzk(t) = 2iωkzk(t) + 2igq(t)

(
ykzk(t) + y′

k[uk(t) + 3
2 ]
)

− γszk(t) . (D.1b)

To find uk(t) solution quantitatively, one needs zk(t) as well. Let us call in zk(t)

fk(t) = 4DJ sin(ω0t)y′
k[uk(t) + 3

2 ] , (D.2)

leading to

d
dtzk(t) = 2i[ωk + 2DJ sin(ω0t)yk]︸ ︷︷ ︸

i d
dt

hk(t)

zk(t) + ifk(t) − γszk(t) , (D.3)

in which we have defined

hk(t) = 2
∫

[ωk + 2DJ sin(ω0t)yk]dt = 2ωkt− 4DJyk

ω0
cos(ω0t) , (D.4)

allowing the solution of Eq. (D.3) to be expressed in the form

d
dtzk(t) − i[ d

dthk(t)]zk(t) + γszk(t) = ifk(t) , (D.5a)
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d
dt [zk(t)e−ihk(t)+γst]e+ihk(t)−γst = ifk(t) , (D.5b)
d
dt [zk(t)e−ihk(t)+γst] = ifk(t)e−ihk(t)+γst , (D.5c)

zk(t) = ie+ihk(t)−γst
∫ t

0
fk(t′)e−ihk(t′)+γst′dt′ . (D.5d)

It is clear that we should do something to get rid of the integral in the r.h.s of
Eq. (D.5d) to have zk(t) and finally uk(t). Let us perform one more simplification.
From the previous results, we noticed that the dominant triplon occupation is
the one at the resonant condition, ω0 = 2ωkres , where kres is called the resonant
momentum. Substituting Eq. (D.2) into Eq. (D.5d), we would rewrite zkres(t) as

zkres(t) = ie+ihkres (t)−γst
∫ t

0

(
4DJ sin(ω0t

′)y′
kres [ukres(t′) + 3

2 ]
)

e−ihkres (t′)+γst′dt′ , (D.6a)

= 4iDJy′
krese

+ihkres (t)−γst
∫ t

0

(
sin(ω0t

′)e−ihkres (t′)[ukres(t′) + 3
2 ]
)

eγst′dt′ . (D.6b)

We average over one period T0 = 2π/ω0 to get rid of fast oscillations and use
Eq. (D.4) to calculate

1
T0

∫ T0

0
sin(ω0t

′)e−i[2ωkres t′−
4DJykres

ω0
cos(ω0t′)]dt′ = ω0

4DJykres

J1

(4DJykres

ω0

)
, (D.7)

where J1(4DJykres/ω0) is the Bessel function of the first kind. By this, we obtain

zkres(t) = i
y′

kres

ykres

ω0J1

(4DJykres

ω0

)
e+ihkres (t)−γst

∫ t

0
[ukres(t′) + 3

2 ]e+γst′dt′ . (D.8)

Going back to Eq. (D.1a) to calculate ukres(t), we use 2iImzk(t) = zk(t) − z∗
k(t)

d
dtukres(t) + γsukres(t) = − 2iDJ sin(ω0t)y′

kres [zkres(t) − z∗
kres(t)] , (D.9a)

d
dt [ukres(t)eγst]e−γst = − 2iDJ sin(ω0t)y′

kres [zkres(t) − z∗
kres(t)] , (D.9b)

ukres(t)eγst = − 2iDJy′
kres

∫ t

0
sin(ω0t

′)e+γst′ [zkres(t′) − z∗
kres(t

′)]dt′ . (D.9c)

It is not hard to deduce

e+γst′ [zkres(t′) − z∗
kres(t

′)] =i
y′

kres

ykres

ω0J1

(4DJykres

ω0

)
[e+ihkres (t′′) + e−ihkres (t′)]

·
∫ t′

0
[ukres(t′′) + 3

2 ]e+γst′′dt′′ ,
(D.10)

wherein the integral term is a real quantity. Thus, we have

ukres(t)eγst = 2DJ
y′ 2

kres

ykres

ω0J1

(4DJykres

ω0

) ∫ t

0
sin(ω0t

′) [eihkres (t′) + e−ihkres (t′)]︸ ︷︷ ︸
2Re[e+ihkres (t′)]

·
( ∫ t′

0
[ukres(t′′) + 3

2 ]e+γst′′dt′′
)

dt′,

(D.11)
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where we again average over one period T0 via Eq. (D.7), yielding

ukres(t)eγst =
[
y′

kresω0

ykres

J1

(4DJykres

ω0

)
︸ ︷︷ ︸

Γkres

]2
Re

∫ t

0

( ∫ t′

0
[ukres(t′′) + 3

2 ]eγst′′dt′′
)

dt′.

(D.12)

Taking the second derivative of the l.h.s of equation above into account,

d2

dt2 [ukres(t)eγst] =
( d2

dt2ukres(t) + 2γs
d
dtukres(t) + γ2

s ukres(t)
)
eγst , (D.13)

the EoM for ukres(t) is obtained as

d2

dt2ukres(t) + 2γs
d
dtukres(t) + (γ2

s − Γ2
kres)ukres(t) − 3

2Γ2
kres = 0 . (D.14)

This differential equation can readily be solved with the relevant initial conditions,
ukres(0) = 0 and ddtukres(0) = 0 through the Mathematica software or whatever.
Therefore, the final expression for ukres(t) is given by

ukres(t) = 3
4Γkres

[1 − e−(γs−Γkres )t

γs − Γkres

− 1 − e−(γs+Γkres )t

γs + Γkres

]
. (D.15)

Following Eq. (D.8), zkres(t) can be found as well.





E. Detuned triplon criterion

In this appendix, we derive the detuned triplon criterion to find the driving
parameters suitable for the formation of NESS. In this case, the driving phonon
acts as a “detuned” pump of all other triplon modes. Let us define

δ = 2ωk − ω0 , (E.1)

meaning that the excited mode k is detuned from the driving assuming |δ| < ω0,
i.e. we assume that the detuning is small compared to the driving, which δ can
be positive or negative. We repeat the calculations in the Appendix D up to
Eq. (D.5d):

zk(t) = ie+ihk(t)−γst
∫ t

0
fk(t′)e−ihk(t′)+γst′dt′ , (E.2a)

hk(t) = 2ωkt− 4DJyk

ω0
cos(ω0t) , (E.2b)

fk(t) = 4DJ sin(ω0t)y′
k[uk(t) + 3

2 ] , (E.2c)

where in Eq. (E.2b), we have 2ωk = δ + ω0 this time. By this and averaging over
one period T0 = 2π/ω0, one calculates

1
T0

∫ T0

0
sin(ω0t

′)e−i[(δ+ω0)t′− 4DJyk
ω0

cos(ω0t′)]dt′ = ω0e
−iδt

4DJyk

J1

(4DJyk

ω0

)
, (E.3)

resulting in

zk(t) = i
y′

k

yk

ω0J1

(4DJyk

ω0

)
e+ihk(t)−γst

∫ t

0
[uk(t′) + 3

2 ]e+γst′
e−iδt′dt′ , (E.4)
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and

uk(t)eγst = Γ2
k Re

∫ t

0
e+iδt′

( ∫ t′

0
[uk(t′′) + 3

2 ]eγst′′
e−iδt′′dt′′

)
︸ ︷︷ ︸

Q(t′)

dt′ , (E.5)

where Γk = y′
kω0
yk
J1(4DJyk/ω0). For simplicity we define ũk(t) = uk(t)eγst, so

ũk(t) = Γ2
k Re

∫ t

0
e+iδt′

Q(t′)dt′ . (E.6)

Taking the second derivative of ũk(t) as before, one yields

d2

dt2 ũk(t) = Γ2
k Re

(
iδe+iδtQ(t) + [ũk(t) + 3

2e
γst]
)
. (E.7)

This equation contains the imaginary parts of e+iδtQ(t) and one needs to take
one further derivative,

d3

dt3 ũk(t) = (Γ2
k − δ2) d

dt ũk(t) + 3
2γsΓ2

ke
γst . (E.8)

Let us define

Γ̃2
k = Γ2

k − δ2 , (E.9)

leading, considering Xk(t) = d
dt
ũk(t) to

d2

dt2 Xk(t) − Γ̃2
kXk(t) − 3

2γsΓ2
ke

γst = 0 , (E.10)

with the initial conditions Xk(0) = d
dt
ũk(0) = 0 and d

dt
Xk(0) = d2

dt2 ũk(0) = 3
2Γ2

k [see
Eq. (E.7)]. It is well-known that this equation possesses the superposition of the
homogeneous and the particular solution as follows

Xkh(t) = 1
Γ̃k

sinh
(
Γ̃kt

)
, Γ̃k ≥ 0 , (E.11a)

Xkp(t) = 3Γ2
kγs

4Γ̃k

(
e+γst − e+Γ̃kt

γs − Γ̃k

− e+γst − e−Γ̃kt

γs + Γ̃k

)
. (E.11b)

Thus, the total solution for Γk > |δ| is given by

Xk(t) = d
dtXk(0)Xkh(t) + Xkp(t) , (E.12a)

= 3
2

Γ2
k

Γ̃k

sinh
(
Γ̃kt

)
+ 3

4
Γ2

kγs

Γ̃k

(
e+γst − e+Γ̃kt

γs − Γ̃k

− e+γst − e−Γ̃kt

γs + Γ̃k

)
. (E.12b)

However, this is the solution of d
dt
ũk(t) = Xk(t). To find ũk(t), we simply perform

the following integration

ũk(t) =
∫ t

0
Xk(t′)dt′ = 3

2
Γ2

k

Γ̃k(γ2
s − Γ̃2

k)

(
Γ̃k[eγst−cosh

(
Γ̃kt

)
]−γs sinh

(
Γ̃kt

))
, (E.13)
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and finally using the relation ũk(t) = uk(t)eγst we obtain

uk(t) = 3
2

Γ2
k

Γ̃k(γ2
s − Γ̃2

k)

(
Γ̃k[1 − e−γst cosh

(
Γ̃kt

)
] − γse

−γst sinh
(
Γ̃kt

))
. (E.14)

Furthermore, having the triplon occupation uk(t), the complex off-diagonal number
zk(t) can easily be calculated through the integrations in Eq. (E.4). However, we
don’t need zk(t) much in the present paper and we omit the presentation of its
final lengthy-expression.

Note that for Γ̃k < 0, i.e. when Γk < |δ|, Xkh(t) switches to an oscillatory
sinusoidal function and we simply obtain

uk(t) = 3
2

Γ2
k

G̃k(γ2
s + G̃2

k)

(
G̃k[1 − e−γst cos

(
G̃kt

)
] − γse

−γst sin
(
G̃kt

))
, (E.15)

where G̃2
k = δ2 − Γ2

k.





F. Renormalized triplon dispersion

In this appendix, we derive the renormalized two-triplon dispersion through the
phonon displacement q0. To start, we use the spin, phonon, and spin-phonon
Hamiltonians

Hs = −3
4J N − 3

4J
′ ∑

k

cos(k)︸ ︷︷ ︸
H0

+J
∑
k,α

t†k,αtk,α

− 1
4J

′∑
k,α

cos(k)
(
2 t†k,αtk,α + tk,αt−k,α + t†k,αt

†
−k,α

)
, (F.1a)

⟨Hp⟩ = ω0⟨b†
0b0⟩ = Nω0

4 q2
0 = Eph , (F.1b)

Hsp,s = g q0
∑
k,α

[
t†k,αtk,α −

〈
t†k,αtk,α

〉
eq

]
, (F.1c)

where we have used the definition q0 = ⟨d⟩. The effective Hamiltonian versus the
phonon displacement q0 is given by

Heff = Hs + ⟨Hp⟩ + Hsp,s =
∑
k,α

t†k,αtk,α

(
J − J ′

2 cos(k) + gq0

)
︸ ︷︷ ︸

Ak

+ 1
2
∑
k,α

(
tk,αt−k,α + t†k,αt

†
−k,α

)(
−J ′

2 cos(k)
)

︸ ︷︷ ︸
Bk

− g q0
∑
k,α

〈
t†k,αtk,α

〉
eq︸ ︷︷ ︸

3
2
∑

k
[yk−1]

+Eph + H0 ,



160 Appendix F. Renormalized triplon dispersion

where have applied Eq. (3.30) for the equilibrium triplon occupation with yk =
1− λ

2 cos(k)√
1−λ cos(k)

. Thus, we obtain

Heff =
∑
k,α

Akt
†
k,αtk,α + 1

2Bk

(
tk,αt−k,α + t†k,αt

†
−k,α

)
− 3

2g q0
∑

k

[yk − 1]

+ Eph + H0.

(F.2)

Inspiring the Bogoliubov transformation, Eqs. (B.1) and (B.2), we find the
ground state energy through

Heff =
∑
k,α

t̃†k,αt̃k,α

[
Ak

(
cosh2 θk + sinh2 θk

)
+ Bk sinh 2θk

]
︸ ︷︷ ︸

ω̃k

+
∑
k,α

(
t̃k,αt̃−k,α + t̃†k,αt̃

†
−k,α

) [1
2Ak sinh 2θk + 1

2Bk

(
cosh2 θk + sinh2 θk

)]

+ 3
∑

k

(
Ak sinh2 θk + 1

2Bk sinh 2θk

)
− 3

2g q0
∑

k

[yk − 1] + Eph + H0︸ ︷︷ ︸
Eground

.

(F.3)

This Hamiltonian is expected to be diagonal as

Heff =
∑
k,α

ω̃k t̃
†
k,αt̃k,α + Eground , (F.4)

implying that the second line in Eq. (F.3) should be zero, resulting in

e−2θk =
√

Ak + Bk

Ak − Bk

, (F.5)

and hence, leading to the following ground-state energy

Eground = 3
2
∑

k

(√
A2

k − B2
k − Ak

)
− 3

2g q0
∑

k

[yk − 1] + Eph + H0 . (F.6)

For the two-triplon band through the phonon displacement q0, we use first line of
Eq. (F.3) and (F.5) to obtain

ω̃k =
√

A2
k − B2

k = Jx

√
1 − λ

x
cos(k) = (J + g q0)

√
1 − J ′

J + g q0
cos(k) . (F.7)



G. Energy flow P SP,B(t)

To obtain the physical sum rule in the entire system considered in Fig. 3.2 and
Fig. 4.14, it is necessary to consider in detail the SPC term. To do so, we use
Eq. (3.17) to calculate the flow of energy from the SPC towards the bath, P SP,B(t).
It is easy to read from Eq. (3.17)

⟨Hsp⟩ (t) = gq(t) [U(t) + V(t)] , (G.1)

and hence the time derivative
d
dt ⟨Hsp⟩ (t) = g

d
dtq(t) [U(t) + V(t)] + gq(t) d

dt [U(t) + V(t)] , (G.2)

wherein one uses Eqs. (3.24a), (3.26a) and (3.26b) to have

d
dtq(t) = ω0p(t) − γph

2 q(t) , (G.3a)
d
dtU(t) = 1

N

∑
k

yk
d
dtuk(t)

= 1
N

∑
k

yk

(
2 g q(t) y′

k wk(t) − γs [uk(t) − 3n(ωk)]
)
, (G.3b)

d
dtV(t) = 1

N

∑
k

y′
k

d
dtvk(t)

= 1
N

∑
k

y′
k

(
− 2 [ωk + g q(t) yk] wk(t) − γs vk(t)

)
, (G.3c)

leading to [see Eqs. (3.25)]

d
dt [U(t) + V(t)] = − 2

N

∑
k

y′
k ωk wk(t) − γs [U(t) + V(t)] . (G.4)
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Thus, Eq. (G.2) can be rewritten as [see Eqs. (4.12c) and (4.15a)]

d
dt ⟨Hsp⟩ (t) = gω0 [U(t) + V(t)] p(t)︸ ︷︷ ︸

P P,SP(t)

−gγph

2 q(t) [U(t) + V(t)]

− 2gq(t)
N

∑
k

y′
k ωk wk(t)︸ ︷︷ ︸

P SP,S(t)

−gq(t)γs [U(t) + V(t)]

= PP,SP(t) − pSP,S(t) − gq(t)
(
γs + γph

2
)

[U(t) + V(t)]︸ ︷︷ ︸
P SP,B(t)

,

(G.5)

where the last term refers to the dissipation of the SPC part of the system. Finally,
we obtain

P SP,B(t) = gq(t)
(
γs + γph

2
)

[U(t) + V(t)] . (G.6)
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