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Abstract

We study the spin dynamics in an ensemble of singly charged semiconductor quantum
dots. The spin of the confined charge carriers can be polarized by coherent laser
pulses. Due to the strong localization of the charge carrier, the hyperfine interaction
with the local nuclear spin bath is the main contribution to the electron spin
decoherence. Two-color pump-probe experiments indicate a coherent long-ranged
interaction between the electron spins in different quantum dots. In this thesis,
we develop a semiclassical approach based on spin-coherent states that allows for
the efficient simulation of large spin systems and in addition preserves quantum
mechanical properties on the level of single spins. We extend the semiclassical
approach to open quantum systems using a quantum jump approach. We perform
an in-depth analysis of the coherent optical manipulation of an interacting quantum
dot ensemble employing pulse sequences with tailored spectra. Moreover, we study
the cross-correlation spectra of second and fourth order to obtain complementary
information about the spin system. Finally, we examine the intertwined dynamics of
the electron spin and the nuclear spins at low temperatures to study the formation
of a highly correlated nuclear-spin polaron state.

Kurzfassung

Wir untersuchen die Spindynamik in einem Ensemble einfach geladener Halbleiter-
quantenpunkten. Aufgrund der starken Lokalisierung des Ladungsträgers wird die
Dekohärenz des Elektronenspins vorwiegend durch die Hyperfeinwechselwirkung
mit den umliegenden Kernspins bestimmt. Pump-Probe Experimente mit zwei
verschiedenen Laserspektren zeigen, dass eine kohärente langreichweitige Wechsel-
wirkung zwischen den Elektronenspins verschiedener Quantenpunkte existiert. In
dieser Arbeit entwickeln wir einen semiklassischen Ansatz basierend auf kohären-
ten Spinzuständen, der die effiziente Simulation vieler wechselwirkender Spins im
Quantenpunktensemble ermöglicht und die quantenmechanischen Eigenschaften der
einzelnen Spins erhält. Wir erweitern den semiklassischen Ansatz für offene Quanten-
systeme unter Verwendung von Quantensprüngen. Mit Hilfe des erweiterten Ansatzes
betrachten wir die kohärente Manipulation des Quantenpunktensembles mittels
verschiedener optischer Pulsfolgen bestehend aus Laserpulsen mit maßgeschneiderten
Spektren. Des weiteren untersuchen wir Kreuzorrelationsspektren zweiter und vier-
ter Ordnung, die ergänzende Informationen über die Spinwechselwirkungen liefern.
Schließlich betrachten wir die gekoppelte Dynamik des Elektronenspins und der
Kernspins bei tiefen Temperaturen und untersuchen die resultierende Formation
eines nuklearen Spinpolaronzustandes.
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Chapter 1

Introduction

Semiconductors have electrical and optical properties that can be tailored by their
material composition, doping, and structure. Their versatile technical applications
range from cell phones and household appliances to lasers, sensors, and power
applications. Classical information technology is based on the development and
miniaturization of semiconductor transistors, where the core element of information
processing is the intrinsic charge of the electrons. In addition to charge, electrons
have another intrinsic property, the spin, which is barely used in today’s electronics.
Stern and Gerlach were the first to provide direct evidence for an electron spin
in their seminal silver beam experiment in 1922 [1]. Uhlenbeck and Goudsmit
postulated that the electron spin is an intrinsic property of the electron with exactly
two states [2, 3]. In 1928, Dirac was able to derive the electron spin from the
combination of quantum mechanics and special relativity [4]. New technologies
that use the spin as a key element for information processing are discussed under
the term spintronics [5–7]. The utilization of the spin promises to overcome the
limitations of charge-based technologies. For example, the switching frequency is
no longer limited by the capacitance [8]. Furthermore, spin-based transistors are
expected to generate significantly less heat, overcoming theoretical limits of the
field-effect transistor (FET) miniaturization [9]. Among the currently employed
spin-based technologies are spin-valve sensors [10–12], used in hard disk read heads,
and magnetoresistive random-access memory (MRAM) [13–15].

Aside from the advantages in classical information processing, the electron spin
constitutes a promising candidate for the realization of a quantum bit (qubit)
[16–20]. While a classical bit has two states 0 and 1, the spin 1/2 of an electron
may be in a superposition of the two quantum mechanical spin states |↑〉 and |↓〉.
As a result, the spin state can be described by a vector on a spherical surface
which is called Bloch sphere [21]. Moreover, several qubits may form an entangled
state enabled by the quantum mechanical superposition. This entanglement is
essential for quantum parallelism [22], which can significantly reduce the complexity
of certain computational problems. Examples of such tasks are the simulation of
quantum mechanical systems [23], the prime factorization of large numbers [24], or
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Chapter 1 Introduction

searching unsorted databases [25]. The quantum threshold theorem states that a
quantum computer with an error rate below a certain threshold can keep logical
errors arbitrarily small by using quantum error correction [26–30]. Even though the
rapid progress in the development of commercial quantum technologies [31, 32] leads
to quantum processors with 50 to a few hundred qubits, these devices operate in
the noisy intermediated-scale quantum (NISQ) regime [33]. The first fault-tolerant
quantum computer with two logical qubits was presented in 2022 [34]. To realize a
universal and fault-tolerant quantum computer, DiVincenzo established five criteria
that a quantum computer must fulfill [35]. One of these criteria requires a long
coherence time compared to the duration of the computational operations. For a
localized electron spin in a semiconductor quantum dot (QD), the major source of
decoherence is the interaction with surrounding nuclear spins [36–39]. Dynamical
decoupling [40, 41] can drastically increase the coherence time. Alternatively, the
nuclear spins can be driven into a tailored state using dynamic nuclear polarization
[42, 43], optical cooling [44, 45], or the spin-mode locking effect [46–49]. The two
latter effects are investigated in more detail in this thesis.

Another criterion of DiVincenzo requires a universal set of quantum gates. Single
qubit operations can be realized in QDs with high fidelity by ultrafast optical
stimulation [50–52]. To obtain a universal set of quantum gates, additional two-
qubit gates are necessary [53]. For example, a set of controlled-NOT (CNOT)
gates linking all pairs of qubits, directly or indirectly, fulfills the requirement. The
realization of two-qubit gates is challenging for spin qubits since two-qubit gates
cannot be implemented solely by optical means. A controllable coherent spin-spin
interaction between the qubits is necessary. The first implementation of two spin-
qubits was presented in 2015 [54, 55], a three spin-qubit processor followed in 2021
[56]. These realizations employ a direct spin-exchange interaction for the two-qubit
gates. With regard to potential applications in spintronics and quantum technologies,
there is a high demand for the exploration of the interaction of electron spins of
adjacent QDs.

Two-color pump-probe experiments report a long-range inter-QD interaction in
InGaAs QD ensembles that is in the order of a few µeV [57, 58]. The microscopic
origin of this interaction has not been finally resolved. One objective of this
thesis is the investigation of the effect of this long-range spin-spin interaction. We
demonstrate that a Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction mediated
by the charge carriers in the wetting layer is compatible with the experimental
observations in Ref. [57]. We provide a microscopic explanation for the experimental
findings [59]. Furthermore, we show that the interaction, on the one hand, has a
substantial effect on the spin dynamics on the time scale of nanoseconds and, at
the same time, is indistinguishable from other effects in pump-probe and spin-noise
experiments with a single fixed laser spectrum [46, 60]. Therefore, our theory
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remains compatible with the literature where inter-QD interactions are usually
neglected [48, 61–64].

For the description of the spin dynamics, we employ an extended central spin
model (CSM) [65]. The CSM describes the interaction of the electron spin, the
central spin, with the surrounding nuclear spins and captures a single QD. For a
QD ensemble, we extend the model to include further interactions, such as the
external magnetic field, nuclear quadrupolar interactions, and inter-QD spin-spin
interactions. To efficiently calculate the time evolution of a system with a large
number of spins, we employ a semiclassical approach (SCA). In the SCA each spin is
parameterized by a classical vector, which represents a spin-coherent state. For the
evaluation of correlation functions, we map the quantum mechanical time evolution
onto a quaternionic representation, which was originally introduced independently
by Rodrigues [66] and Hamilton [67, 68] more than 150 years ago. This approach
preserves the quantum mechanical properties of the correlation function on the
single spin level. The spin system interacts with its environment via spin-light and
spin-lattice interaction. We extend the SCA to account for open quantum systems
using quantum trajectory theory, which describes system-environment interactions
by non-deterministic quantum jumps.

By means of the extended SCA, we study the signatures of inter-QD interactions
for various types of experiments. In pump-probe experiments, the spins can be
manipulated coherently. In Voigt-geometry, the optically generated electron spin
polarization oscillates coherently in the external magnetic field. These dynamics are
superimposed by a dephasing produced by the fluctuating nuclear spins. Based on
experiments [57, 58, 69], we study various pulse protocols ranging from two-color
pumping with optional rotation pulses to pulse sequences with spectrally tailored
laser pulses. By tuning the excitation spectrum of the laser, different QD subsets of
the ensemble can be addressed. These QD subsets interact with each other, such
that phase shifts of the coherent electron spin oscillations arise and the dephasing
time is changed. We link these effects to the varying g factors of the electron spins
in the ensemble and demonstrate that the spin-spin interaction can lead to either
the prolongation or the shortening of the dephasing time depending on the pulse
protocol. Moreover, we examine the synchronization of the spin dynamics in the
coupled QDs under long periodic pulse sequences that induce the spin mode-locking
effect. Here, the nuclear spins adjust in such a way that the electron spin performs
an integer or half-integer number of revolutions between two pulses. We demonstrate
that the inter-QD interaction leads to an additional selection rule: Two electron
spins do not favor the same precession mode. This mode repulsion generates strong
correlations between nuclear spins of adjacent QDs.

In addition to the pump-probe scheme, we investigate spin noise spectroscopy which
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Chapter 1 Introduction

was originally proposed by Aleksandrov and Zapasskii [70, 71]. Spin-noise spec-
troscopy enables the non-perturbing study of the spin system in thermal equilibrium.
The power spectrum of the electron spins allows for extracting the different in-
teractions [60, 72–76]. Here, we focus on the cross-correlation spectrum [77] and
demonstrate that it is, in contrast to the power spectrum, sensitive to inter-QD
interactions. In addition to the conventional second-order correlation spectra, higher-
order correlations raised attention recently [78–84]. Higher-order correlation spectra
can be obtained either from spin-noise or spin-echo experiments and promise access
to quantum effects that do not appear in second-order correlation functions. In
this thesis, we address the cross-correlation bi-spectrum, which is a fourth-order
correlation function, and obtain information about the correlations between nuclear
spin baths of different QDs.

Cross-correlations arise also between the electron spin and the nuclear spins in a single
QD due to the hyperfine interaction. Low temperatures enhance the correlations and
the electron spin and the nuclear spins align antiparallel to minimize the hyperfine
energy. The nuclear-spin polaron formation was first predicted by Merkulov [44] who
used a mean-field approach with two effective spin temperatures. While the electron
spin is strongly coupled to the environment and maintains the lattice temperature,
the nuclear spins are assumed to have a much lower effective spin temperature
achieved by optical cooling. The mean-field approach predicts the spin-polaron
formation in a shallow donor center for nuclear spin temperatures below 10−7 K at
cryostatic electron spin temperatures of 4K. While experimental efforts of realizing
a nuclear-spin polaron state are ongoing [45, 85], it is still not observed. Theoretical
investigations, that assume a ferromagnetic coupling of the electron spins predict a
long-range ferromagnetically ordered state involving both electrons and nuclei [86]
for negative effective nuclear spin temperatures. In this thesis, we restrict ourselves
to the hyperfine interaction for the investigation of the nuclear-spin polaron state
and present an in-depth analysis of the Ising limit of the hyperfine interaction using
kinetic rate equations.

This thesis is structured as follows. In Chapter 2, we review the experimental
background and discuss the properties of singly charged QDs. In Chapter 3, we
introduce the CSM and extend it to include the interactions between QDs as well
as further relevant spin interactions. We present the derivation of the SCA from a
saddle point approximation of the quantum mechanical path-integral formalism in
Chapter 4 and extend the SCA to open quantum systems in Chapter 5. In Chapter 6,
we address two-color pump-probe experiments [57, 58] and demonstrate that the
experimental results can be described by a wetting-layer mediated RKKY interaction
[59]. Based on experiments with tailored laser pulses [69], we investigate the influence
of the laser bandwidth on the dephasing time in Chapter 7. In Chapter 8, we study
the second-order cross-correlation function in equilibrium and reveal the influence
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of the various spin interactions on the cross-correlation spectrum. In Chapter 9,
we continue with the study of cross-correlation spectra in non-equilibrium. Here,
we examine the fourth-order cross-correlation bi-spectrum after periodic optical
excitation. The spin dynamics at low temperatures and the nuclear-spin polaron
formation are addressed in Chapter 10. In Chapter 11, we summarize the results
and present an outlook for future investigations.
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Chapter 2

Experimental background

The theoretical investigations in this thesis are closely related to recent experiments
on semiconductor QD ensembles [46, 57, 58, 69, 77]. We consider indium gallium
arsenide (InGaAs) QDs as a model system, even though the model and the methods
used can be generalized to other systems, like gated QDs [87], nitrogen-vacancy
centers in diamond [88] or donor-bound electrons [89, 90]. Self-assembled InGaAs
QDs are characterized by their optical properties and have been extensively studied
experimentally [91]. In this chapter, we address the basic properties of semiconductor
QDs and their growth process (Sec. 2.1), the optical properties (Sec. 2.2), as well
as the experimental setups (Sec. 2.3) relevant for the investigations in the later
chapters.

2.1 Ensemble of singly charged quantum dots

Three classes of materials are distinguished with regard to their electrical conductivity
[92], which is characterized by the energy gap between the valence band and the
conduction band. These are insulators with a large band gap, semiconductors with
a small band gap, and metals without a band gap. Metals have good conductivity
while in insulators electrical conductivity is strongly suppressed. Semiconductors
represent a special situation in between. In semiconductors, electrical transport is
only possible if charge carriers are added via thermal excitation, optical excitation,
or doping of the material. In semiconductor nanostructures, materials with different
band gaps are assembled in such a way that the band gaps form an artificial potential
landscape. For example, a potential well can be formed by a semiconductor with
a small band gap surrounded by a semiconductor with a large band gap. This
concept can be used to confine either an electron in the conduction band or an
electron hole in the valence band. Depending on the number of spatial dimensions
that are not confined, we refer to a bulk (3D), quantum well (2D), quantum wire
(1D), or quantum dot (0D). In a QD, all spacial dimensions are confined. Lateral
confinement discretizes the energy spectrum, see Fig. 2.1(a). Although QDs can

7



Chapter 2 Experimental background

conduction band

valance band

GaAs In(Ga)As GaAs

 

(a)

Figure 2.1: (a) Scheme of the conduction and valence bands in an In(Ga)As
/GaAs nanostructure. Due to the spatial confinement of the electron, discrete
energy levels emerge. (b) Photoluminescence spectrum of an In(Ga)As/GaAs QD
ensemble. QD subsets can be optically selected by spectrally narrow laser pulses.
Panel (b) is taken from Ref. [57].

appear naturally in thin quantum wells due to potential fluctuations [93–95], QDs are
usually fabricated by molecular beam epitaxy [96], lithography [97] or wet chemical
methods [98]. In the case of gated QDs, at least one of the three confinements is
realized by a tunable gate voltage [99].

In this thesis, we focus on self-assembled InGaAs/GaAs QD ensembles as a model
system and, therefore, discuss the QD growth in molecular beam epitaxy in more
detail. In the growth process, InAs is vapor-deposited onto a GaAs substrate.
Initially, a thin wetting layer [100–102] of InAs forms, which is only a few atomic
layers thick. However, the lattice constants of GaAs and InAs differ by about 7 %,
so strains arise [91]. As a consequence, InAs islands form on the wetting layer which
is called Stranski-Krastanov growth [103]. These InAs islands are covered by GaAs
and form the actual QDs. By additional heating, the In partially diffuses from the
QDs, which allows a precise adjustment of the band gap. Electrons, donated by a
silicon (Si) layer near the QDs, can be trapped in the QDs. If there is already an
electron in the QD, much more energy is required to add another electron because
of the Coulomb repulsion. Therefore, the QDs are predominantly singly charged if
the number of donated electrons and the number of QDs matches. However, due to
imperfections, empty and doubly charged QDs are possible [57]. QDs produced by
the Stranski-Krastanov method are spatially randomly arranged and differ slightly
in size and shape. Also, other properties, such as the excitation energy and the
effective g factor of the resident electron, vary between the QDs [104].

Figure 2.1(b) shows the photoluminescence spectrum (PL) of an InGaAs QD ensem-
ble. The PL represents the optical excitation spectrum of the resident electron spins.
While a single QD has a narrow excitation line, the spectrum of an inhomogeneous
ensemble is significantly broadened [77]. Experimentally, this can be used to excite
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2.2 Optical excitation and readout

and probe distinct subensembles of the QDs, as it is proposed in Ref. [57], where
two energetically shifted narrow band lasers are applied to excite two disjoint QD
subensembles. Alternatively, the bandwidth of the laser can be varied to change
the size of the excited subensemble [69]. The QDs of the subensembles are spatially
randomly arranged. While the spin dynamics of different QDs are independent
of each other in a first approximation, a closer examination reveals interactions
between the QDs [57, 58, 69], where the wetting layer may serves as a channel for
possible interactions between QDs [59].

2.2 Optical excitation and readout

To understand the optical excitations in semiconductor QDs, we first refer to the
bulk material and then discuss the additional effects that arise in QDs. Of particular
interest for optical experiments are direct semiconductors such as InAs or GaAs. In
direct semiconductors, the maximum of the valence band and the minimum of the
conduction band are located at the same wave vector. Due to the direct band gap, a
photon with resonant energy can generate an electron-hole pair without generating
an additional phonon to transfer the momentum [105].

Typical III-V semiconductors, such as GaAs and InAs, have the direct band gap at
the Γ point (~k = 0). The lowest conduction band results from the twofold degenerate
s-orbitals while the upper valence band originates from the sixfold degenerate p-
orbitals. The band structure around the Γ point arises from the symmetry of the
lattice and can be derived from ~k · ~p perturbation theory [105, 106]. Close to the
Γ point, the bands are assumed to be parabolic. The originally sixfold degenerate
valence band splits into a light-hole, heavy-hole, and split-off band, with the light-
hole band and heavy-hole band being degenerate at the Γ point (see Fig. 2.2(a)).
Because of the large splitting energy ∆SO caused by spin-orbit coupling, the split-off
band is neglected in the following. The curvature of the bands is inverse proportional
to the effective mass of the charge carriers.

In QDs, the bands reduce to discrete energy levels, and the degeneracy of heavy
and light holes at ~k = ~0 is lifted by the spatial confinement and growth-induced
strain [107]. In this thesis, we restrict ourselves to the lowest resonant excitation
energy and neglect a potential mixing of the heavy and light hole states. Circularly
polarized light can generate a pair of an electron and a heavy hole (see Fig. 2.2(b)).
Light with σ+ polarization generates a heavy hole |⇑〉 and an electron spin |↓〉 due to
the conservation of angular momentum. If the QD is singly charged by an electron,
an electron-hole pair can only be generated if the resident electron has the spin |↑〉,
due to the Pauli principle. Thus, the excitation with σ+ polarized light induces the
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conduction
band

valence
band

LH
HH

SO

(a) (b)

LH

HH

CB

Figure 2.2: (a) Scheme of the conduction band (CB) and the valence band (VB)
in GaAs-like semiconductors with a band gap Eg and a spin-orbit splitting ∆SO.
The valence band splits into a heavy-hole (HH), light-hole (LH), and split-off (SO)
band. (b) Energy levels relevant for the optical excitation of QDs. Only transitions
conserving the total angular momentum are allowed. The numbers ×1 and ×3
indicate the relative weights of the transitions.

transition |↑〉 → |⇑↑↓〉 while σ− polarized light produces the transition |↓〉 → |⇓↑↓〉.
The bound state consisting of a hole and two electrons is called trion or charged
exciton. Emitting a photon, the heavy hole and the electron recombine, and a single
electron spin is left. This decay process occurs on a the time scale of 100− 400ps
[46, 62].

The same mechanism can be utilized to read out the electron spin polarization. For
this purpose, the sample is irradiated with linearly polarized light of low intensity,
such that the measurement does not manipulate the system. The linearly polarized
light is a superposition of σ+ and σ− polarized light with equal weight. If the
electron spins in the QDs are unpolarized, σ+ and σ− polarized light are equally
absorbed. If the electron spin is aligned in the state |↑〉, σ+ polarized light is
absorbed more efficiently and the transmitted light becomes elliptically polarized.
The Faraday ellipticity is a measure of the electron spin polarization along the optical
axis. Due to the inhomogeneous broadening in a QD ensemble, not all the dots have
an excitation energy resonant to the laser. Thus, the total ellipticity signal is the
sum of the contributions of the individual QDs weighted by the spectral sensitivity
g(∆E) parameterized by the energy detuning ∆E [108, 109] (see Fig. 2.3).

As an alternative to the Faraday ellipticity, the Faraday rotation of the transmitted
linearly polarized light can be measured. The magneto-optic Faraday effect is caused
by differing refraction indices of the circularly polarized light components in a
magnetized sample [110]. The varying refraction indices cause a phase shift between
the σ+ and σ− polarized light, which generates a rotation of the polarization plane.
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Figure 2.3: Scheme of the spectral sensitivity of Faraday ellipticity and Faraday
rotation [108]. While the spectral sensitivity of the ellipticity has its maximum at
zero detuning, the spectral sensitivity of the Faraday rotation has a zero crossing
at resonant excitation with a negative and positive wing to the left and right,
respectively.

The spectral sensitivity of the Faraday rotation is shown in Fig. 2.3 as a red curve.
Unlike the Faraday ellipticity, the Faraday rotation has a zero crossing at resonant
excitation, such that an energy detuning between the optical excitation and readout
is necessary [111].

2.3 Experimental setup

There are various experimental setups for the optical measurement of the spin
dynamics in QDs. In this thesis, we mainly focus on pump-probe and spin-noise
setups. In pump-probe experiments, the system is driven out of equilibrium by
periodic pulse sequences, and the resulting spin dynamics are measured with time
resolution. In spin-noise experiments, the system remains in equilibrium, and
the correlation functions are measured from the noise signal of the temporal spin
fluctuations.

In its pure form, a pump-probe experiment consists of a periodic sequence of two laser
pulses. First, a circularly polarized pump pulse generates spin polarization along the
optical axis. After a time ∆t, a much weaker linearly polarized probe pulse reads out
the spin polarization by measuring either the Faraday ellipticity or rotation. Typical
repetition rates are in the order of 76 MHz to 1 GHz, and the signal is averaged
over many periods [47, 111–113]. The variation of ∆t enables the measurement of
the time-resolved spin dynamics relative to the incidence of the pump pulse. The
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Chapter 2 Experimental background

(a) (b)

Figure 2.4: Scheme of two-color experiments. (a) Schematic pump-probe setup
for the investigation of interacting QDs. Two circularly polarized pump pulses with
energy detuning are used to generate spin polarization in disjoint subensembles
of QDs. The probe pulse is used to detect the spin polarization of a selected
subensemble. (b) Scheme of a two-color spin-noise experiment. Two continuous
wave laser detect the spin fluctuation of the respective spin subensembles. The
spin-noise signal can be used to calculate various correlation functions.

maximum time ∆t is limited by the repetition time. Extended pump-probe schemes
circumvent this limit by selecting and sorting out individual laser pulses [114, 115].
Various extensions for the manipulation of the sample are possible: Additional
radio-frequency pulses can drive specific nuclear spin species [115]. Moreover, pump
pulses with tailored frequency spectrum [69, 116] can be employed to select different
subensembles of the QDs [57, 58] enabling the investigation of inter-QD interactions
(see Fig. 2.4(a)).

While in pump-probe experiments the system is driven out of equilibrium, a spin-noise
measurement allows for studying the system in thermal equilibrium [60, 72–76, 117,
118]. Continuous wave (CW) lasers are used to read out the spin polarization. As the
system is unpolarized, only noise is measured. However, the fluctuation-dissipation
theorem links the noise signal to correlation functions. For example, the Fourier
transform of the noise signal reveals the so-called power spectrum, a second-order
correlation function. It describes the intensity of different frequency components
in the spin dynamics and allows for the identification of different interactions in
the QDs. Recently, higher-order correlation functions attracted attention as they
provide additional information about the system [80, 84, 119] not included in the
power spectrum. In this thesis, the extension of spin-noise experiments with two
CW lasers of different frequencies (see Fig. 2.4(b)) is of particular interest [77, 120],
as it allows to measure the cross-correlation function which is sensitive to spin-spin
interactions [120]. In addition to spin-noise measurements, spin-echo experiments
provide higher-order correlation functions by applying an increasing number of
pulses [79, 121, 122].
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Chapter 3

Extended central spin model

Due to the spatial confinement of the charge carriers in the QDs, we restrict our
description of the spin degrees of freedom. The charge carrier can be either an
electron or an electron-hole. For better readability, we will omit this distinction
in the following and write electron spin in general when no further distinction is
necessary. In addition to the electron spin, the nuclear spins in the vicinity of the
QD are relevant since they interact via the hyperfine interaction with the electron
spin. In this chapter, we introduce all interactions relevant to the spin dynamics
of a single QD. The spin dynamics of a single semiconductor QD are well-studied
and follow a strict time hierarchy [91, 105]. The short-time dynamics is governed
by the hyperfine interaction (Sec. 3.1) and the external magnetic field (Sec. 3.2).
Together they form the central spin model (CSM) or Gaudin model [65]. Besides
its relevance in the description of spin dynamics in semiconductor QDs [46, 47]
or nitrogen-vacancy centers in diamond [123–127], the CSM is also of theoretical
interest [61, 62, 118, 128] due to its dedicated star-topology: While the electron
spin is coupled to all nuclear spins, a direct interaction between the nuclear spins is
absent.

On longer time scales, however, additional interactions become relevant. In this
thesis, we extend the CSM by the nuclear-electric quadrupolar interactions (Sec. 3.3)
which lead to a disorder of the nuclear spins on the time scale of 100ns [73, 74]. The
nuclear dipole-dipole interactions, in contrast, are relevant on time scales of ms and
therefore are neglected [129]. The ultrafast optical excitation of the electron spin is
discussed in Sec. 3.4. In Sec. 3.5, we complement the model to account for a QD
ensemble. The ensemble is characterized by an additional interaction between the
electron spins of different QDs. Since the microscopic mechanism of the inter-QD
interaction is not known, we focus on a minimal model that reproduces experimental
results and discuss possible microscopic candidates.
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Chapter 3 Extended central spin model

3.1 Hyperfine interaction

The hyperfine interaction stems from the interaction of the nuclear magnetic dipole
moment with the effective magnetic field generated by the electron [105, 129]. Under
the assumption of a localized nucleus, we obtain the Hamiltonian for electron-nuclear
interaction,

Hn,e =
2µBµN
I

~I

[
~l

r3
−

~S

r3
+ 3

~r(~S~r)

r5
+

8π

3
~Sδ(~r)

]
, (3.1)

with the electron spin ~S, the nuclear spin ~I, the Bohr magneton µB, the nuclear
magneton µN , the relative position operator ~r, and the Dirac delta δ(~r). The
Hamiltonian comprises three contributions, which can be interpreted separately.
The first term is associated with the orbital angular momentum ~l of the charge carrier
and can be disregarded in our case since we do not include rotational modes within
the QD. The second and third terms comprise the dipole-dipole interaction between
the nuclear magnetic moment and the magnetic moment of the electron spin. The
last contribution is called Fermi contact interaction [130]. It is isotropic and is only
relevant if the electron wave function is not vanishing at the position of the nucleus.
It is the major hyperfine contribution for electron spins in the conduction band
due to the s-type orbital. For hole spins, the Fermi contact interaction is irrelevant
due to the p-type orbital with a zero probability density at the position of the
nucleus, and the main hyperfine contribution results from the weaker dipole-dipole
interaction.

The different contributions can be included in the general Hamiltonian,

HHF =
∑
k

∑
α,β

Ak,αβSαIk,β , (3.2)

where k ∈ [1, NI ] labels the NI nuclear spins in the QD, and α, β ∈ {x, y, z} denote
the spatial direction. Sα and Ik,β are the spin operators of the electron respectively
nuclear spin. The hyperfine tensor Ak,αβ in its most general form summarizes
the relevant terms of Eq. (3.1). In this thesis, we restrict ourselves to the case
Ak,αβ = δα,xδβ,xλAk + δα,yδβ,yλAk + δα,zδβ,zAk with the hyperfine anisotropy factor
λ and the Kronecker δ. This coupling captures systems with uniaxial symmetry
such as singly charged self-assembled QDs grown on the [001] crystallographic plane
[105]. For this scenario, the hyperfine Hamiltonian reduces to

HHF =
∑
k

AkSzIk,z + λAk(SxIk,x + SyIk,y) . (3.3)
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3.1 Hyperfine interaction

Figure 3.1: Scheme of the central spin model. The electron spin ~S is coupled to
the nuclear spin ~Ik via hyperfine interaction with the coupling constant Ak. While
the electron spin is coupled to all nuclear spins, the nuclear spins do not interact
with each other.

Depending on λ, different physical systems can be described [131]. The electron
spin couples to all nuclear spins while the nuclear spins do not interact with each
other. This special topology, see Fig. 3.1, is called the central spin model and is the
subject of many investigations [37, 65, 132, 133]. Except for Chapter 10, we will
study the isotropic case λ = 1 which is relevant for an electron spin. However, for
a hole spin, λ differs from the isotropic case: λ = −2 was found for the light hole,
and the Ising limit λ = 0 accounts for a heavy hole [131]. Though the hyperfine
coupling constants Ak have a different physical origin for electrons and holes, their
value is proportional to the squared absolute value of the envelope wave function
|ψ(~Rk)|2 of the electron (hole) spin at the position of the nucleus.

Due to the imbalance of the number of spins, a single electron spin and NI nuclear
spins, the hyperfine interaction introduces different energy and time scales. The
nuclear spins are affected by the Knight field ~BK,k = Ak

~S, which induces the slowest
time scale. The electron spin is affected by the Overhauser field ~BN =

∑
k Ak

~Ik.
The associated time scale varies depending on the temperature regime. In the
high-temperature limit, all nuclear spins are randomly aligned and the expectation
value of ~BN vanishes. The relevant time scale,

T ∗ =
1√∑

k A
2
k

〈
~I2k

〉 , (3.4)

is, therefore, given by the fluctuations 〈 ~B2
N 〉 and governs the dephasing time of the

electron spin subject to a disordered nuclear spin bath. In the low-temperature
limit, all nuclear spins are fully aligned and the relevant energy scale is given by
AS =

∑
k Ak. This energy scale corresponds to the electron precession frequency in

a fully polarized Overhauser field. The total hyperfine constant AS is independent
of the shape of the wave function due to the relation Ak ∝ |ψ(~Rk)|2 in combination
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Chapter 3 Extended central spin model

with the normalization of the wave function and is, therefore, a material constant.
For GaAs, AS is in the order of several Tesla [91, 105, 134, 135]. The dephasing time
T ∗, in contrast, varies depending on the size of the QDs. For a typical semiconductor
QD ensemble, the dephasing time is in the order of nanoseconds [111]. In this thesis,
we mostly focus on the electron spin dynamics in the high-temperature limit and,
therefore, employ T ∗ as the characteristic time scale of the system. At cryostatic
temperatures of 1 K, the thermal energy kBT is larger than the hyperfine splitting,
and a high-temperature description is indicated.

3.2 External magnetic field

For large external magnetic fields, the Zeeman splitting of the electron spin becomes
the dominant energy scale. The Zeeman effect is included in the Hamiltonian

HSZ = geµB ~Bext~S , (3.5)

where ge is the g factor of the electron, µB is the Bohr magneton, and ~Bext is the
external magnetic field. The electron spin precesses about the external magnetic
field with the Larmor frequency, ωL = geµBBext. Due to the spin-orbit coupling
in the crystal field, ge is an effective g factor and is approximately 0.55 for electron
spin in self-assembled InGaAs QDs [47]. While the g factor anisotropy is negligible
for electron spins, it becomes relevant for heavy holes [60]. In a self-assembled
QD ensemble, the g factor varies between the QDs and, due to the Lax-Zwergling
relation, is correlated with the excitation energy [69, 104, 109].

The effect of the external magnetic field on the nuclear spins is three orders of
magnitude weaker compared to the electron due to the large mass of the nuclei. The
Hamiltonian for the nuclear Zeeman effect reads

HNZ =
∑
k

gN,kµN ~Bext~Ik, (3.6)

where gN,k is the nuclear g factor, µN is the nuclear magneton, and ~Ik is the nuclear
spin operator. In InGaAs QDs, three elements with different isotopes occur. They
differ in the spin length Ik and the g factor gN,k. The spin length is 3/2 for Ga
and As and 9/2 for In. Instead of treating all isotopes separately, it is convenient
to use a weighted average of isotopes in the semiconductor [136], resulting in an
approximate ratio between the Larmor frequencies,

z =
gNµN
geµB

≈ 1

800
. (3.7)
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3.3 Nuclear-electric quadrupolar interactions

3.3 Nuclear-electric quadrupolar interactions

The growth process of self-assembled QDs relies on the mismatch of the lattice
constants of the substrate and the deposited material, which results in strain in
the material. This strain produces electric field gradients that affect the nuclear
spin dynamics. Since the charge distributions of the nuclei do not have a dipole
moment, the quadrupole moment is relevant in leading order, see Fig. 3.2(a). The
quadrupole moment couples to electric field gradients in the material [137, 138] and,
thus, affects the dynamics of the nuclear spins. The effect of the nuclear-electric
quadrupolar interactions on a single nuclear spin is described by the Hamiltonian
[105, 129, 139]

HQ =
∑
k

qk

[(
~Ik~nk

)2
+
η

3

(
~Ik~nk,x

)2
− η

3

(
~Ik~nk,y

)2]
. (3.8)

Here, qk is the quadrupolar coupling strength and ~nk the easy axis. The biaxiality
η enters the interaction along the auxiliary axes ~nk,x and ~nk,y which in combination
with ~nk form an orthonormal basis. Since the Hamiltonian, Eq. (3.8), is quadratic
in the spin operators, it produces an effect only for spin lengths I ≥ 1.

The local easy axis of the nuclei in the QDs is predominantly oriented in the growth
direction of the sample, although significant deviations are possible. In the following,
we assume that the axes ~nk are uniformly distributed on a cone along the optical
axis with an apex angle of 35°, see Fig. 3.2(b). This angle reproduces the mean

(a) (b) z

Figure 3.2: (a) Charge distribution of a nucleus in a material with strain. Due to
the deviation from a spherical shape, the nucleus carries a non-zero quadrupole
moment. The symmetry axis defines the easy axis ~nk. (b) Scheme of the random
orientations of the easy axis ~nk. The easy axes are randomly oriented on an upper
dome of the unit sphere with maximum deviation angle θmax from the growth
direction (z direction).
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Chapter 3 Extended central spin model

deviation angle for In0.4Ga0.6As [138]. The quadrupolar interactions provide an
additional dephasing mechanism for the electron spin on the time scale of µs and,
therefore, are relevant when considering times t� T ∗ [74, 119].

3.4 Optical excitation

A singly charged QD can be optically excited by using circularly polarized light,
where a σ+ pulse drives the transition |↑〉 → |⇑↓↑〉 while the down-spin |↓〉 → |↓〉
remains unaltered [107]. For for a σ− polarized pulse, we obtain an analog relation
with reversed spin directions, see Sec. 2.2. For simplicity, we restrict ourselves to
the case of σ+ polarization and introduce the abbreviation |T 〉 = |⇑↓↑〉.

In the following consideration, we exploit that the photon energy is in the order of eV,
which is many orders of magnitude larger than any energy scale of the Hamiltonian
of the system. Moreover, the envelope function of the laser pulse has a duration of
a few ps, so the spin dynamics can be approximated as frozen during the optical
excitation. Only at large magnetic fields Bext > 10T [63] or for laser pulses of long
duration TP > 30ps [116], the electrons Larmor precession period comes into the
order of the pulse duration. Here, we disregard these special cases, the laser pulse
is described by an instantaneous unitary transformation. As a consequence, each
QD is treated separately and the nuclear spin dynamics can be neglected during
the pulse. The energy levels of the three involved states |↑〉 , |↓〉 , |T 〉 are depicted in
Fig. 3.3(a) where we omit the level splitting of |↑〉 and |↓〉.

In a rotating wave approximation, the Hamiltonian of light-matter interaction is
given by

HL(t) = εT |T 〉 〈T| (3.9)

+
Ω(t)

2

(
exp (−iεLt) |T 〉 〈↑|+ exp (iεLt) |↑〉 〈T |

)
,

where εT is the trion excitation energy. A laser field with photon energy εL drives
the dipole transition between the spin-up state |↑〉 and the trion state |T 〉, while
the spin-down state |↓〉 is left unaffected [69]. The envelope function Ω(t) reflects
the time-dependent variation of the amplitude of the laser pulse whereby the
fast oscillations are determined by the photon energy εL. By means of a unitary
transformation into the rotating frame of the laser field

UL = exp(−iεLt) |T 〉 〈T | , (3.10)
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(a) (b)

Figure 3.3: (a) Energy levels in a singly charged QD with the transition energy εT
driven by a laser field with the photon energy εL. (b) Decomposition of the slowly
varying envelope function of a laser pulse into short periods with approximately
constant envelope.

we obtain the Hamiltonian

H̃L(t) = U †
L (HL(t)− εL |T 〉 〈T |) UL

=
(
εT − εL

)
|T 〉 〈T |+ Ω(t)

2

(
|T 〉 〈↑|+ |↑〉 〈T |

)
,

(3.11)

where the fast oscillations with frequency εL vanish and only the time dependency
of Ω(t) persists. The time dependency of the Hamiltonian H̃L(t) is relatively slow
compared to the fast oscillatory components entering HL(t). Therefore, the time
evolution governed by H̃L(t) is numerically calculated by a Trotterization of the
unitary time-evolution operator with time steps tl of duration ∆t = tl+1 − tl, see
Fig. 3.3(b),

UP ≈ UL

(∏
l

exp
(
−i H̃L(tl)∆t

))
U †
L . (3.12)

For the limit of short time steps ∆t → 0 and a finite pulse duration Tp, this
expression becomes exact.

Since the electron spin-down state |↓〉 is an eigenstate of the pulse Hamiltonian
HL(t), it is not affected by the laser pulse. The matrix representation of the pulse
operator in the basis |↑〉, |↓〉, and |T 〉 reduces to

UP =

a 0 b
0 1 0
c 0 d

 (3.13)

with the complex parameters a, b, c, and d. If we assume that the trion state is
vacant before the laser pulse, the parameters b and d are irrelevant, as they are
responsible for the process |T 〉 → |↑〉. In addition, UP is unitary and, therefore,
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Chapter 3 Extended central spin model

|a|2 + |c|2 = 1. Thus, the effect of the pulse is completely determined by the three
real parameters |a|, arg(a), and arg(c). In Chapter 5, we will show that arg(c) only
generates a complex phase of the trion state, which is decoupled from the remaining
spin dynamics and can be neglected as well. Accordingly, the effect of the laser
pulse on an electron spin is described by a single complex number a with |a| ≤ 1.
We can interpret a by defining the pulse efficiency Q2 = (1 − |a|2), which is the
probability of exciting a spin up to a trion [109]. The geometric phase ϕ = arg(a)
generates a rotation of the spin about the optical axis and can be utilized for
spin-echo experiments [50–52] or optical spin tomography [58].

In the case of a resonant pulse, εL = εT , with the pulse area Θ =
∫
Ω(t)dt = π, we

obtain a = 0 and c = 1, which correspond to a complete transition |↑〉 → |⇑↓↑〉. For
a general pulse area Θ and detuning δ = εL − εT , the pulse parameter a can be
calculated numerically using Eq. (3.12). In a QD ensemble, a has to be determined
individually for each QD since the QDs may differ in their excitation energies εT .

3.5 Inter quantum-dot interactions

In pump-probe experiments by Spatzek et al. [57], spin interactions between the
electron spins in different QDs were observed for an ensemble of InGaAs quantum
dots. This interaction was confirmed in further experiments [58, 69]. However, the
microscopic mechanism behind the inter-QD interaction has not been clarified yet.
A Heisenberg coupling was proposed as an effective interaction, whose coupling
constant is estimated to be in the order of a few µeV. We introduce the Hamiltonian
for the QD ensemble,

HEns =
∑
i

H
(i)
1 +

∑
i>j

Jij ~S
(i)~S(j) , (3.14)

where H(i)
1 is the Hamiltonian for a single QD with index i ∈ [1, NQD] and Jij is the

interaction strength between the electron spins i and j. The Hamiltonian of a single
QD H

(i)
1 is composed of the various contributions introduced in the Secs. 3.1, 3.2,

and 3.3,

H
(i)
1 = H

(i)
HF +H

(i)
SZ +H

(i)
NZ +H

(i)
Q (3.15)
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Figure 3.4: Scheme of an ensemble of interacting QDs. All electron spins ~S(i)

interact with each other via a Heisenberg interaction with coupling constant Jij .
The QDs are grouped by their excitation energy into two subensembles as would
be the case in optical two-color experiments.

with

H
(i)
HF =

∑
k

A
(i)
k S(i)

z I
(i)
k,z + λA

(i)
k

(
S(i)
x I

(i)
k,x + S(i)

y I
(i)
k,y

)
(3.16a)

H
(i)
SZ = g(i)e µB ~Bext~S

(i) (3.16b)

H
(i)
NZ =

∑
k

g
(i)
N,kµN

~Bext~I
(i)
k (3.16c)

H
(i)
Q =

∑
k

q
(i)
k

[(
~I
(i)
k ~n

(i)
k

)2
+
η

3

(
~I
(i)
k ~n

(i)
k,x

)2
− η

3

(
~I
(i)
k ~n

(i)
k,y

)2]
(3.16d)

constitutes the sum of Eqs. (3.3), (3.5), (3.6), and (3.8) with an additional super-
script i for the respective QD. The Heisenberg couplings Jij in Eq. (3.14) couple
all QDs with each other so that a complex network of NQDNI interacting spins
is formed. Since the microscopic origin of the inter-QD interaction is not clear,
we choose the Jij to mimic the known experimental results as closely as possible.
In the following, we discuss the most important candidates for the microscopic
mechanism.

Dipole-dipole interaction

A potential candidate for a spin-spin interaction between the electron spins of
different QDs is the magnetic dipole-dipole interaction [140]. According to classical
electrodynamics, a magnetic dipole ~µ1 of a spin labeled by the index 1 generates a
distance-dependent magnetic field,

~B(~r) =
µ0
4πr2

3(~µ1~r)~r − r2~µ1
r3

, (3.17)
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with the vacuum permeability µ0 and the distance vector ~r. Adding a second
magnetic moment ~µ2 into the field ~B(~r), we obtain the dipole energy,

HDD =
µ0
4πr2

3(~µ1~r)(~µ2~r)− r2~µ1~µ2
r3

, (3.18)

where ~r is the distance vector between the two magnetic moments. In the case of
electron spins, the magnetic moments are given by

~µi = −geµB ~Si . (3.19)

As a result, we obtain the typical energy scale

∆EDD ≈ µ0
4π

g2eµ
2
B

r3
. (3.20)

For a typical QD distance of 100nm, this results in the energy scale ∆EDD = 13 feV
whereas a distance of 0.25nm would be required to obtain a relevant dipole-dipole
splitting of ∆EDD = 1µeV. The latter distance is well below the typical diameter
of a QD. Consequently, the magnetic dipole-dipole interaction can be ruled out as a
candidate for the spin-spin interaction between QDs.

Wetting layer mediated RKKY interaction

A promising candidate for an inter-QD spin-spin interaction is an RKKY interaction
[141–143] mediated in the wetting layer [59]. Here, we assume that the electron
doping of the sample charges the QDs as well as the conduction band of the wetting
layer. The wetting layer can be approximated as a two-dimensional free electron
gas,

HWL =
∑
~k

k2

2m∗ c
†
~k,σ
c~k,σ , (3.21)

where m∗ is the effective mass, and c~k,σ is the annihilation operator for an electron
with the wave vector ~k and the spin σ. For the QD ensemble, we employ the
Hamiltonian

HQD =

NQD∑
i

∑
σ

εdi d
†
i,σdi,σ + Uin

d
i,↑n

d
i,↓ , (3.22)

where εdi is the single particle energy of a bound electron with a spin σ in the QD i.
Thus, di,σ is the associated annihilation operator, and ndi,σ is the corresponding
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number operator. The energy Ui describes the Coulomb repulsion of two electrons
in the same QD. Therefore, HQD only takes into account the energetically lowest
orbital in the QD. The chemical potential µ determines the filling of both the
QDs and the wetting layer. A QD is singly charged when εdi < µ < εdi + Ui. The
interaction between the QD orbitals and the wetting layer can be described via the
hybridization,

HHyb =

NQD∑
i

∑
m

∑
σ

(
V i
md

†
iσcmσ + h.c.

)
(3.23)

where cmσ is the annihilation operator of the Wannier orbital at the location ~Rm

and is related to c~k,σ via a spatial Fourier transformation. The parameter V i
m

corresponds to the hopping element between the QD i and the Wannier orbital m.
Taking into account all three contributions,

HMIAM = HQD +HWL +HHyb (3.24)

yields a multi-impurity Anderson model (MIAM) [144–146] for the QD ensemble.
The MIAM can be mapped to an effective Heisenberg model in a two-step process,
first with a Schrieffer-Wolff transformation to a Kondo ensemble [147], and in a
second perturbation step to a Heisenberg model by introducing effective spin-spin
interactions [148]. For the interaction strength between the spins i and j, Fischer
and Klein [148] determined

JRKKY
ij = −JK,iJK,jρ0

vk2F
4π

[J0(kFRij)N0(kFRij) + J1(kFRij)N1(kFRij)] . (3.25)

Here, JK,i is the local Kondo interaction strength obtained by the Schrieffer-Wolff
transformation, ρ0 is the constant density of states of the wetting layer, v is the
mean unit cell volume, kF is the Fermi wave vector, Rij is the QD distance, Jl(x) is
the Bessel function, and Nl(x) is the Neumann function. However, in the parameter
regime considered in this thesis, relevant terms might be neglected in the two-step
perturbation process especially at short distances [59, 144, 149]. By means of
the numerical renormalization group (NRG) [150, 151], the interaction strength,
Eq. (3.25), can be evaluated directly [59] overcoming the problems of the two-step
perturbation theory.

In Fig. 3.5, we show the distance dependency of the wetting layer induced RKKY
interaction for a realistic set of parameters calculated with the NRG using NQD = 2
QDs. We assume the QDs to be equal and use εi = −1.5meV, εF = 0.5meV,
Ui = 4meV, and introduce the hybridization strength Γ0 = πV 2

0 ρ
2
0 = 0.14meV with

the QD hopping parameter V0 = Vi =
∑

m V
i
m. These parameters are within a

23



Chapter 3 Extended central spin model

0 50 100 150 200 250 300 350 400

Rij (nm)

−30

−20

−10

0

10

20

30

J
(µ

eV
)

NRG

Fit

Figure 3.5: Distance dependency of the wetting layer mediated RKKY interaction.
The green x markers depict the NRG results, and the green lines are linear
interpolations as a guide to the eye. The blue curve is a fit using Eq. (3.25) with
the amplitude as a fit parameter. The red vertical line marks a QD diameter of 20
nm, which determines the minimal distance. The data was provided by Frederik
Vonhoff and has been published in Ref. [59].

realistic range for self-assembled InGaAs QDs [59] and were adjusted to reproduce
the phase shift reported by Ref. [57], see Sec. 6.3. Furthermore, we add a fit
according to Eq. (3.25) with the amplitude as a fit parameter. While the distance
dependence is similar for large distances, relevant deviations appear for short
distances where the perturbation theory yields a ferromagnetic coupling and the
NRG an antiferromagnetic coupling.

Optically induced RKKY interaction

Piermarocchi et al. [57, 152] introduced an optical RKKY interaction between
charged semiconductor QDs. This inter-QD coupling is generated via the virtual
excitation of excitons in the wetting layer. Therefore, the mechanism is related to
the previous one with the difference that the charge carriers in the wetting layer
are optically generated. The excitons are optically induced by a CW laser and,
therefore, can be coherently controlled. For the experiment by Spatzek et al. [57],
an optical RKKY interaction can be ruled out since the laser pulse duration is in
the order of ps and the optically induced excitons would decay rapidly, which is
not compatible with the observed coherent interaction in the order of several ns. In
summary, an RKKY interaction mediated by charge carriers in the wetting layer
can be considered the most promising candidate for a microscopic explanation of
inter-QD interactions in semiconductor QDs.
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Chapter 4

Semiclassical approach

The central spin model is integrable, and an exact analytical solution can be
determined by a Bethe ansatz [65, 153–156]. For general initial states, however, the
effort of solving the initial value problem scales exponentially with the system size
and restricts the evaluation to small spin baths. Through a stochastic evaluation
of the Bethe approach, the bath size can be increased up to 48 nuclear spins [157,
158]. Several quantum mechanical approaches based on exact diagonalization [17,
22, 49, 63, 84, 119], Chebychev polynomials [118, 159, 160], perturbation theory [61,
136] and non-Markovian master equations [36, 128, 161–165] have been developed.
All of them are equally limited to a small number of spins due to the exponentially
growing Hilbert space dimension. Methods based on time-dependent density-matrix
renormalization-group (TD-DMRG) can handle significantly larger spin baths but
are limited to short time scales [166–169].

A semiclassical approach (SCA) provides an alternative route [37, 48, 62, 118, 168,
170–173]. Each spin is represented by a classical vector with three components. This
allows the treatment of very large systems for long time scales with the drawback
that quantum entanglement is excluded by construction. In the CSM, a semiclassical
treatment is justified by a large number of nuclear spins. In the case of interacting
QDs, this argument is strengthened. However, when the Knight field becomes
relevant, deviations between semiclassical and quantum mechanical treatments
are expected [61, 62]. SCAs exist in various forms and can be derived from the
Ehrenfest theorem as dynamics of expectation values [75], via the time-dependent
variational principle [174], or a Wigner truncation [175, 176]. In the following, we
present a derivation via the saddle-point approximation of the quantum mechanical
path integral using spin-coherent states [171, 173]. In this procedure, the quantum
mechanical properties at the level of a single spin can be fully preserved. Furthermore,
the approach is rather flexible and can be extended beyond the CSM and allows for
the treatment of open quantum systems.
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Chapter 4 Semiclassical approach

4.1 Spin-coherent states

To derive the SCA, we follow the route by Chen et al.[171] where spin coherent
states [177–180] are used to represent the quantum state. While the derivation in
Ref. [171] is restricted to the CSM, we derive an SCA for arbitrary spin interactions.
Employing the spin basis |s,m〉 with

~S2 |s,m〉 = s(s+ 1) |s,m〉 , (4.1a)
Sz |s,m〉 = m |s,m〉 , (4.1b)

we can define the spin-coherent state,

|~s〉 = e−i~θ~S |s, s〉 , (4.2)

which is parameterized by a classical vector of the length |~s| = s. The spin-
coherent state describes a spin fully aligned along the quantization axis ~n0 = ~ez,
which is rotated by the angle cos(θ) = ~s~n0 around the axis ~θ/θ = ~s× ~n0/|~s× ~n0|.
Spin-coherent states represent an over-complete basis of the Hilbert space. The
completeness relation is given by

1 =

∫
dµ(~s) |~s〉 〈~s| (4.3)

with the identity matrix 1 and the integration measure

dµ(~s) =

(
2s+ 1

4π

)
δ(~s2 − s2)d3s . (4.4)

Spin-coherent states can be interpreted as the ”most classical” states since they
have the expectation value

〈~s| ~S |~s〉 = ~s (4.5)

with the minimal possible fluctuation

〈~s| ~S2 |~s〉 − (〈~s| ~S |~s〉)2 = s . (4.6)

We note that the expectation values of higher powers of ~S are less trivial. Only in
the limit of long spins, we obtain the relation

lim
S→∞

〈~s|Sp
α |~s〉 = spα with α ∈{x, y, z}, p ∈ N . (4.7)

The reason lies in the spin commutator
1

s2
[Sα, Sβ] =

1

s2
i
∑
γ

εαβγSγ = O
(
1

s

)
(4.8)

which is of the order of 1
s .
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4.2 Quantum mechanical path-integral formalism

In the following, we combine the information about all electron and nuclear spins in
a coupled QD system into the product state

|{~sj}〉 =
⊗
j

|~sj〉 , (4.9)

where the index j labels the individual nuclear and electron spins. The transition
from quantum mechanics to the classical limit can be approached within the path-
integral formalism. We start with the propagator

K({~sj,f}, {~sj,i}, t) = 〈{~sj,f}| e−iHt |{~sj,i}〉 , (4.10)

which provides the transition amplitude from an initial state |{~sj,i}〉 at time 0 to
a final state |{~sj,f}〉 at time t. We use a Trotterization to decompose the time
evolution operator into N small time intervals ∆t = t/N ,

K({~sj,f}, {~sj,i}, t) = lim
N→∞

〈{~sj,f}|
N−1∏
n=0

e−iH∆t |{~sj,i}〉 . (4.11)

Inserting the completeness relation, Eq. (4.3), between all infinitesimal time evolution
operators, we obtain infinitesimal transition amplitudes,

K({~sj,f}, {~sj,i}, t) = lim
N→∞

∫ N−1∏
n=1

dµ({~sj,n})
N−1∏
n=0

〈{~sj,n+1}| eiH∆t |{~sj,n}〉 , (4.12)

where the boundaries are |~sj,i〉 = |{~sj,0}〉 and |{~sj,f}〉 = |{~sj,N}〉. We rewrite
the last equation in a more comprehensive form by a Taylor expansion of the
exponential function in first order of ∆t, where we identify the time derivative of
d
dt |{sj,n}〉 ≈ |{~sj,n+1}〉 − |{~sj,n}〉 /∆t and perform the Taylor expansion backwards
again,

K({~sj,f},{~sj,i}, t) = lim
N→∞

∫ N−1∏
n=1

dµ({~sj,n})
N−1∏
n=0

〈{~sj,n+1}| (1 + iH∆t) |{~sj,n}〉

= lim
N→∞

∫ N−1∏
n=1

dµ({~sj,n})e
i
∑N−1

n=0

(
i〈{~sj,n}| d

dt
|{~sj,n}〉+〈{~sj,n}|H|{~sj,n}〉

)
∆t
.

(4.13)
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Chapter 4 Semiclassical approach

At this point, the transition amplitude can be comprehensively written as a path
integral,

K({~sj,f}, {~sj,i}, t) =
∫

D[{~sj}] eiS[~s,{~̇sj}] (4.14)

with the action

S[{~sj}, {~̇sj}] =
∫ (

i 〈{~sj}|
d

dt
|{~sj}〉+ 〈{~sj}|H |{~sj}〉

)
dt (4.15)

and the integration measure

D[{~sj}] = lim
N→∞

N−1∏
n=1

dµ({~sj,n}) . (4.16)

The action can be separated into two parts: the topological or kinetic action which
only depends on the topology of the Hilbert space,

Stop[{~sj}, {~̇sj}] =
∫
Ltop({~sj}, {~̇sj})dt

=

∫
i 〈{~sj}|

d

dt
|{~sj}〉 dt ,

(4.17)

and the contribution from the Hamiltonian,

SH [{~sj}, {~̇sj}] =
∫

〈{~sj}|H |{~sj}〉 dt

=

∫
H̃({~sj})dt .

(4.18)

For the latter contribution, we define the classical Hamilton function,

H̃({~sj}) := 〈{~sj}|H |{~sj}〉 . (4.19)

The path integral, Eq. (4.14), provides a physical understanding: The system
propagates from the initial to the final state using every possible path. The paths
are weighted with a complex phase eiS , which only depends on its action S. For
large systems, a small variation of the path leads to a strong variation of the action
S so that fast oscillating phases cancel each other out (destructive interference).
However, there is one path, where the variation δS is zero, so that neighboring
paths interfere constructively with each other and produce the most weight for the
transition amplitude K. The path with δS = 0 is called the classical path and is
investigated in the following.
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4.3 General equations of motion

To obtain the classical path, we variate the trajectories {~sj(t)} under the constraint
of fixed lengths of all spins,

~s2j = s2j . (4.20)

We define the restricted Lagrangian,

Lres({~sj}, {~̇sj}) = Ltop({~sj}, {~̇sj}) + H̃({~sj}) +
∑
j

λj
2
(~s2j − s2j ) (4.21)

with the Lagrange multiplier λj to calculate the functional derivative,

δLres
δ~sj

=
∂Lres
∂~sj

− d

dt

∂Lres

∂~̇sj
= 0 . (4.22)

The functional derivative of the topological part [181] results in

∂Ltop
∂~sj

− d

dt

∂Ltop

∂~̇s
=
~sj × ~̇sj
sj

. (4.23)

The functional derivatives of the other two terms in Eq. (4.21) do not depend on ~̇sj
such that we obtain the equation

~sj × ~̇sj
sj

+
∂H̃({~sj})

∂~sj
+ λj~sj = 0

⇒
[
~sj
sj

]
×
~̇sj = −∂H̃({~sj})

∂~sj
− λj~sj ,

(4.24)

with the cross-product matrix defined as [~a]×~b = ~a ×~b. Cross-product matrices
have the rank two and therefore are not invertible. To solve Eq. (4.24) for ~̇sj , we
require the information of an additional linear independent equation given by the
conservation of the spin length,

~s2j = s2j

⇒
(
~sj
sj

⊗ ~sj
sj

)
~̇sj = ~0 ,

(4.25)

with the dyadic product ⊗. Equation (4.25) yields that the projection of the
derivative ~̇sj along the spin axis ~sj is zero. The Eqs. (4.24) and (4.25) can be
summed up to ([

~sj
sj

]
×
+
~sj
sj

⊗ ~sj
sj

)
~̇sj = −∂H̃({~sj})

∂~sj
− λj~sj . (4.26)
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We identify the left-hand side with a rotation matrix in R3 which is defined by

R~n(α) = (1− cos(α))~n⊗ ~n+ cos(α)E + sin(α)[~n]× . (4.27)

Using the angle α = π/2,

R~n

(π
2

)
= ~n⊗ ~n+ [~n]× , (4.28)

we reproduce the left-hand side of Eq. (4.26). A rotation matrix is trivially inverted
by R−1

~n (α) = R~n(−α), which yields

~̇sj = −~sj ×
∂H̃({~sj})

∂~sj
+

(
−∂H̃({~sj})

∂~sj
~sj − λj

)
~sj . (4.29)

Finally, we choose the Lagrange multiplier λj as

λj = −∂H̃({~sj})
∂~sj

~sj , (4.30)

which takes on the role of a generalized force along the spin direction that guarantees
spin length conservation. We end up with the general equation of motion (EOM),

~̇sj =
∂H̃({~sj})

∂~sj
× ~sj . (4.31)

This equation allows the derivation of semiclassical EOM for any spin Hamiltonian
as outlined in the next section.

4.4 Equations of motion for the quantum dot ensemble

The EOM, Eq. (4.31), is form-invariant for different types of spins, such as nuclear or
electron spins, though their distinction is encoded in the Hamilton function H̃({~sj}).
For a Hamiltonian that is linear in the spin operators, we can replace each spin
operator ~Sj by its classical counterpart ~sj using Eq. (4.5). However, for a non-linear
Hamiltonian like HQ in Eq. (3.8), the evaluation of the classical Hamilton function
has to be performed rigorously.

Following Eq. (4.31), the EOMs of the full Hamiltonian, Eq. (3.14), read

~s(i) = ~b
(i)
eff × ~s(i) , (4.32a)

~i
(i)
k = ~b

(i)
eff,k ×~i

(i)
k , (4.32b)
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4.4 Equations of motion for the quantum dot ensemble

with the classical electron spin vectors ~s(i) and the nuclear spin vectors ~i(i)k . The
spins are subject to the effective magnetic fields,

~b
(i)
eff =

~b
(i)
ext +

~b
(i)
N +~b

(i)
J , (4.33a)

~b
(i)
eff,k = ~b

(i)
ext,k +

~b
(i)
K,k +

~b
(i)
Q,k . (4.33b)

The different interactions of the Hamiltonian are reflected by the magnetic fields
~b
(i)
eff and ~b(i)eff,k which in general can be time-dependent.

The hyperfine interaction appears twice: as the Overhauser field

~b
(i)
N =

∑
k

A
(i)
k
~i
(i)
k (4.34)

acting on the electron spin and the much weaker Knight-field

~b
(i)
K,k = A

(i)
k ~s

(i) (4.35)

acting on the nuclear spins. The inter-QD interactions generate the field

~b
(i)
J =

∑
j

Jij~s
(j) (4.36)

which is the sum over all electron spins ~s(j) weighted by the interaction strength Jij .

The quadrupolar fields,

~b
(i)
Q,k = 2q

(i)
k

(
1− 1

2I

){(
~i
(i)
k ~n

(i)
k

)
~n
(i)
k

+
η

3

[(
~i
(i)
k ~n

(i)
k,x

)
~n
(i)
k,x −

(
~i
(i)
k ~n

(i)
k,y

)
~n
(i)
k,y

]}
,

(4.37)

cannot be obtained by a replacement ~I(i)k →~i
(i)
k since HQ is quadratic in the nuclear

spin operators. The prefactor (1− 1/2I) ensures that the quadrupolar interactions
vanish for spin 1/2 as required by quantum mechanics. In contrast to the external
magnetic field, ~b(i)Q,k is time-dependent as it depends on the nuclear spin itself.

To obtain the field ~b(i)Q,k, we calculate the classical Hamilton function H̃(~i
(i)
k ) via

Eq. (4.19) with the classical vector ~i(i)k . Since the quadrupolar Hamiltonian consists
of three similar terms, we omit the indices k and i and evaluate a term of the general
form

〈~i| (~I ~m)2 |~i〉 = 〈I, I| ei~θ~I(~I ~m)2e−i~θ~I |I, I〉
= 〈I, I| (~I ~̃m)2 |I, I〉 .

(4.38)
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From the first to the second line, we applied a rotation that rotates the spin-coherent
state |~i〉 to the spin state with a maximum spin quantum number in the z component.
The same rotation is applied to the orientation vector ~m producing ~̃m result of
the above equations remains the same. In the next step, we substitute the spin
operator,

~I = (Ix, Iy, Iz)
T =

(
1

2
(I+ + I−) ,

1

2i
(I+ − I−) , Iz

)T

, (4.39)

and obtain the expression

〈~i|
(
~I ~m
)2

|~i〉 = 〈I, I|
[
1

4
m̃2

x

(
I2+ + I+I− + I−I+ + I2−

)
− 1

4
m̃2

y

(
I2+ − I+I− − I−I+ + I2−

)
+ m̃2

zI
2
z

]
|I, I〉 ,

(4.40)

where all contributions with I+ acting on the spin state |I, I〉 with the maximum
spin z component vanishes. The contributions containing I2− result in two orthogonal
spin states and, therefore, vanish as well. Hence, Eq. (4.40) reduces to

〈~i|
(
~I ~m
)2

|~i〉 = 〈I, I| 1
4

[
m̃2

x + m̃2
y

]
I+I− + m̃2

zI
2
z |I, I〉 . (4.41)

We insert I+I− |I, I〉 = 2I |I, I〉 and I2z |I, I〉 = I2 |I, I〉 and obtain

〈~I|
(
~I ~m
)2

|~I〉 = 1

2

(
m̃2

x + m̃2
y

)
I + m̃2

zI
2

=
I

2
+

(
1− 1

2I

)(
~̃m~ezI

)2
,

(4.42)

where we made use of the normalization of ~̃m, i.e., m̃2
x+m̃

2
y = 1−m̃2

z. After rotating
back, the final result reads

〈~i|
(
~I ~m
)2

|~i〉 = I

2
+

(
1− 1

2I

)(
~i~m
)2

. (4.43)

For the semiclassical EOM according to Eq. (4.31), we have to differentiate the
Hamilton function with respect to ~i yielding the field ~b(i)Q,k in Eq. (4.37).
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4.5 Configuration averaging

In the previous sections, we derived the semiclassical trajectory from a saddle-point
approximation of the quantum mechanical path integral. This generates EOMs for
the dynamics of spin-coherent product states. In this thesis, we generally consider the
high-temperature limit since, at cryostatic temperatures, kBT = 100µeV exceeds any
energy scale of the Hamiltonian, Eq. (3.14). The spin system in thermal equilibrium
is described by the density operator ρ = 1/D with Hilbert space dimension D.
Using the completeness relation for spin-coherent states, Eq. (4.3), we calculate the
initial density matrix,

ρ =
1

D

∫
dµ({~sj}) |{~sj}〉 〈{~sj}|

≈ 1

NC

∑
µ

|{~sj,µ}〉 〈{~sj,µ}| ,
(4.44)

by an integration over all spin-coherent product states. In the last step, instead of
integrating over all spin-coherent states on the Bloch sphere, we perform a Monte
Carlo integration. We choose NC representations of spin-coherent product states,
which we draw uniformly distributed on the Bloch sphere. These representations
are labeled by the index µ. The dynamics of the configurations can be evaluated
independently employing the semiclassical EOMs. When the expectation value of a
general observable O is calculated,

〈O(t)〉 = 1

NC

∑
µ

〈{~sj,µ}(t)|O |{~sj,µ}(t)〉 , (4.45)

the different configurations have to be merged. The independent configurations
allow for a massive parallelization of the SCA. The statistical error arising from the
Monte Carlo integration scales with 1/

√
NC and can be controlled by the number

of configurations NC . In this theses, we typically choose NC = 105 to NC = 106.
When the coupling constants of the Hamiltonian, such as A(i)

k , Jij , and g
(i)
e , are

drawn from a random distribution, it is advantageous to draw these parameters
independently for each configuration µ. This way, the results are independent of the
specific realization of the coupling constants in the limit of large NC . The averaging
over the configurations µ, thus, represents not only different realizations of the
initial conditions {~sj,µ(0)}, but also different realizations of the coupling constants
of the Hamiltonian. To simplify the notation, we neglect the configuration index µ
in general.
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4.6 Reduction to an effective ensemble size

In a self-assembled QD ensemble, a laser spot with a typical diameter of 100µm
covers 105 to 106 QDs and each QD contains 105 to 106 nuclear spins. To access
such a system numerically, it is helpful to reduce the number of QDs in such a way
that the dynamics of the system remain unchanged. To this end, we note that the
effect on an electron spin induced by the surrounding QDs is given by the classical
field ~b(i)J . When reducing the number of interacting QDs, we have to rescale the
coupling constants Jij ensuring that the total field ~b(i)J remains the same. Depending
on the physical scenario, different scaling rules can apply. In the following, three
scenarios, which lead to different scaling rules, will be discussed:

(i) the inter-QD interaction is a short-range interaction,

(ii) subsets of electron spins are synchronized,

(iii) all electron spins are randomly aligned.

In the first scenario, the nearest QD has the most relevant effect on QD i, while the
coupling to more distant QDs is negligible. Therefore, we define the nearest-neighbor
interaction strength,

JNN,i = max
j
Jij . (4.46)

In the second scenario, we assume that the QDs are grouped into two subsets A and
B. All spins of the same subset are synchronized so that ~s(i) = ~s(j) if either i, j ∈ A
or i, j ∈ B holds but not for i ∈ A, j ∈ B or vice versa. This scenario is realized
in two-color pump-probe experiments [57]. We assume that all electron spins in
the subset A have the spin ~sA and all spins of the subset B have the spin ~sB. The
effective field of QD i ∈ A is

~b
(i)
J =

∑
j

Jij~s
(j)

=
∑
j∈A

Jij~s
A +

∑
j∈B

Jij~s
B

≈
∑
j∈B

Jij~s
B = Jsync,i~s

B .

(4.47)

From the second to the last line, we omit the summand including ~sA ‖ ~s(i) due to
the cross product in Eq. (4.32a). From the remaining contributions produced by
subensemble B, we can identify the effective coupling constant

Jsync,i =
∑
j∈B

Jij . (4.48)
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4.6 Reduction to an effective ensemble size

Figure 4.1: Reduction of the QD ensemble to an effective two-QD model.

In the third scenario, all electron spins ~s(i) are randomly aligned which corresponds
to the high-temperature equilibrium. The average value of 〈~b(i)J 〉 = 0 is zero and the
fluctuations 〈(~b(i)J )2〉 6= 0 become relevant. In the high-temperature limit, all spins
are independent, so the fluctuations,(

~b
(i)
J

)2
=
∑
j

J2
ij

(
~s(j)
)2

= J2
fluc,i~s

2 ,

(4.49)

can be simplified by replacing the spin length
(
~s(j)
)2

= ~s2 and using the definition
of an effective coupling constant

Jfluc,i =

√∑
j

J2
ij . (4.50)

All three scenarios have in common that we can define an effective interaction
strength (JNN,i, Jsync,i, or Jfluc,i). As a result, the coupling of the electron spin to
the effective field ~b(i)J complies with the analytical form of the electron spin coupling
to another single electron spin. Depending on the scenario, the other electron spin
corresponds to (i) the nearest-neighbor electron spin, (ii) a representative spin of the
second subensemble, or (iii) another randomly fluctuating electron spin. Supported
by this analytical structure, we can reduce the QD ensemble with NQD = 106 QDs
to a pair of NQD = 2 QDs coupled with the corresponding effective interaction
strength (see Fig. 4.1).

Under the assumption that we have a microscopic model that provides the interaction
strength Jij = J(~Ri, ~Rj) as a function of the QD locations ~Ri and ~Rj , we can
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Figure 4.2: Distribution p(J) of the three effective coupling constants JNN,i,
Jsync,i and Jfluc,i for an interaction length of (a) ρ0 = 20 nm and (b) ρ0 = 100 nm
obtained with NQD = 105. The dashed magenta and cyan lines are (a) exponential
or (b) Gaussian fits. The dashed black line depicts the analytical prediction,
Eq. (4.55).

determine the effective interaction strength for each QD i and thus obtain the
distributions p(JNN,i), p(Jsync,i), and p(Jfluc,i). In the SCA, we mimic the ensemble
by a QD pair with an effective coupling strength J = J12 drawn from one of the
distribution p for each classical configuration µ.

In the following, the distribution of the effective inter-QD coupling strength J shall
be discussed in more detail. We assume, that NQD QDs are distributed randomly
on a square with an edge length L =

√
NQD × 100nm, which corresponds to a QD

density of n = (100 nm)−2. The minimum distance between the centers of the QDs
is restricted to R0 = 20 nm. For the sake of simplicity, we assume an exponentially
decreasing coupling constant,

J(r) = α exp
(
− r

ρ0

)
, (4.51)

with the QD distance r, a prefactor α defining the interaction strength, and the
parameter ρ0 controlling the distance dependency.

We randomly draw the centers of the QDs ~Ri one after the other uniformly distributed
on the given square. If a QD center is too close to another QD, the position is rejected
and redrawn. After drawing the positions ~Ri, we can calculate the matrix elements
Jij = J(|~Ri − ~Rj |) as well as the effective coupling constants JNN,i, Jsync,i, and
Jfluc,i using the Eqs. (4.46), (4.48), and (4.50). The values of the effective coupling
constants are processed in a histogram to obtain the corresponding distribution
function (see Fig. 4.2). In Fig. 4.2(a), we address a short range interaction with
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4.7 Frozen Overhauser-field approximation

ρ0 = 20nm. Due to the short range of the interaction, in essence, only the next
neighbors interact with each other, and all three distributions become similar. For
all three effective coupling constants, p(J) decreases monotonically and can be
approximated by an exponential function. In Fig. 4.2(b), we examine a long-range
interaction with ρ0 = 100 nm. In this case, many QDs contribute to the effective
magnetic field and, due to the central limit theorem, the distributions p(Jsync) and
p(Jfluc) become Gaussian.

The distribution p(JNN) of the nearest-neighbor coupling is accessible analytically
and can be used as an approximation for Jsync and Jfluc for short-range interactions.
To calculate p(JNN), we first derive the probability p̃(r) to find the next neighbor
at the distance r. We calculate p(r,∆r) as the product of the probability to find
zero QDs within the distance r and the probability to find at least one QD within
the range [r, r +∆r],

p(r,∆r) = e−nπr2(1− e−nπ((r+∆r)2−r2)) , (4.52)

using the Poisson distribution. In the limit

p̃(r)dr = lim
∆r→dr

p(r,∆r) = 2πnre−nπr2dr , (4.53)

we obtain the desired distribution p̃(r). The inverse transformation method,

p(JNN)dJNN = p̃(r)dr , (4.54)

yields the distribution p(JNN),

p(JNN) = 2πnρ20J
−1
NN ln

(
α

JNN

)
exp

(
−nπρ20 ln2

(
JNN
α

))
. (4.55)

We added this distribution in Fig. 4.2 as a dashed black line. This analytical
form is rather complex but for short distances, it can be well approximated by an
exponential function.

4.7 Frozen Overhauser-field approximation

Due to their complexity, the semiclassical EOM in general must be evaluated
numerically. For the special case of non-interacting QDs, an analytical solution for
short time scales was found by Merkulov et al. [37]. The basic idea is a separation
of the time scales. While the electron spin interacts with many nuclear spins and
precesses about an almost frozen Overhauser field, the nuclear spins are affected
by the Knight field, which is smaller in magnitude by a factor of

√
NI at high
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Figure 4.3: Solution of the FOA for a single QD in the time domain (a) and
frequency domain (b) for an initial spin polarization in ~S0 ‖ ~ez. In time domain
(a), we use Eq. (4.57) for bext = 0 and Eq. (4.59) for bext = 10/T ∗. In frequency
domain (b), Eq. (4.58) is used for bext = 0 and Eq. (4.60) for bext = 10/T ∗. Both
panels share the same legend.

temperatures. The nuclear spin dynamics become relevant on the time scale of
µs and thus can be neglected for the short-time dynamics of the electron spins.
Therefore, we employ the frozen Overhauser field approximation (FOA) in the
following. The electron spin precesses about a constant field ~b = ~bext +~bN , where
~bext and ~bN are the external magnetic field and the Overhauser field. The dynamics
of the electron spin are given by

~S(t) =
(
~S0~n
)
~n+

[
~S0 −

(
~S0~n
)]

cos(bt) + ~S0 × ~n sin(bt) (4.56)

with the magnitude b = |~b| and the direction ~n = ~b/b of the total magnetic field.
The vector ~S0 is the spin state at time t = 0. The Overhauser field is calculated
as the sum of many randomly oriented nuclear spins and, therefore, follows a
three-dimensional normal distribution with zero mean value and standard deviation
(T ∗)−2/3 in each direction. For the expectation value of the electron spin averaged
over all possible Overhauser fields, we obtain

〈~S(t)〉 =
~S0
3

{
1 + 2

[
1− 1

3

(
t

2T ∗

)2
]
e−

1
6

(
t

2T∗
)2}

. (4.57)

This curve with the universal time scale t/T ∗ starts at ~S0 for t = 0 and asymp-
totically approaches ~S0/3, see the blue curve in Fig. 4.3(a). Interestingly, only
the characteristic time T ∗ enters the analytical solution while details about the
hyperfine coupling constants are irrelevant due to the averaging over many nuclear
spin configurations. Furthermore, we examine the Fourier transform of Eq. (4.57),

~̃S(ω) =
1

2π

∫ ∞

−∞
〈~S(t)〉 e−iωtdt =

~S0
3
δ(ω) + 2

√
3~S0

ω2(2T ∗)3√
2π

e−
3
2
(2ωT ∗)2 , (4.58)
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4.8 Nuclear-spin trajectories

which is depicted as a blue curve in Fig. 4.3(b). The frequency spectrum of the
electron spin dynamics comprises two contributions: The Dirac-delta corresponds to
the non-decaying part, while the second term arises from the Overhauser field fluc-
tuations and produces an approximately Gaussian-shaped peak around ωT ∗ = 1.

In the case of a strong transversal field, ~bext = bext~ex with bext � (T ∗)−1, and an
initial electron spin polarization in z direction, we obtain the averaged solution,

〈Sz(t)〉 = Sz,0 cos(bextt)e
− 1

6

(
t

T∗
)2
, (4.59)

which corresponds to a spin precession with the frequency bext and a dephasing on
the time scale of T ∗, see the red curve in Fig. 4.3(a). The Fourier transform yields
a combination of two Gaussian functions,

S̃z(ω) = Sz,0

√
3T ∗

2
√
2π

(
e−

3((ω−bext)T
∗)2

2 + e−
3((ω+bext)T

∗)2
2

)
, (4.60)

centered around ±bext with their width governed by (T ∗)−1, see the red curve in
Fig. 4.3(b).

4.8 Nuclear-spin trajectories

In the following, the nuclear spin dynamics disregarded in the FOA will be in-
vestigated in more detail. In the SCA, the nuclear spins experience the effective
field ~b(i)eff,k, Eq. (4.33b), that consists of three components: the external magnetic
field ~b(i)ext,k, the nuclear-quadrupolar field ~b(i)Q,k, and the Knight field ~b(i)K,k. Here, we
study the trajectories of the nuclear spins when neglecting the Knight field. This is
justified because, on the one hand, the Knight field is very small in magnitude, and
on the other hand, the nuclear spins cannot follow the fast dynamics of the electron
spin. A relevant effect of the Knight field is expected on the time scale of seconds,
while the quadrupolar interactions are already relevant on the µs time scale.

By neglecting the Knight field, all nuclear spins decouple and precess independently
in their effective field. The semiclassical EOM for a single nuclear spin according to
Eq. (4.32b) is of the form

∂t~i =
(
b~nb + 4q

(
~nq~i
)
~nq

)
×~i (4.61)

with the external magnetic field, ~b = b~nb = z~bext and the easy axis ~nq. Here, we
neglect the quadrupolar biaxiality (η = 0) and omit the indices k and i as the nuclear
spins are independent. To find a solution to the EOM, we first focus on conserved
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Chapter 4 Semiclassical approach

Figure 4.4: Nuclear-spin trajectories from different perspectives for the ratio
b/q = 2. The various colors correspond to different starting conditions. (a)
Trajectories projected to the (ib, i×). The surfaces of constant energy form
parabolas. (b) Trajectories projected to the (ib, iq) plane form circles corresponding
to Eq. (4.64).

quantities. By determining two conserved quantities, we reduce the problem to a
single first-order equation, which can be solved in a closed formula.

The first conserved quantity is the spin length. Due to the cross product on the
right-hand side of Eq. (4.61), the time derivative ∂t~i is always perpendicular to ~i.
The trajectories of ~i are restricted to the surface of a sphere with radius I. The
second conserved quantity is the energy,

E = b(~nb~i) + 2q(~nq~i)
2 . (4.62)

The conservation of energy is reflected in the cross product of the EOM as well.
The time derivative ∂t~i is perpendicular to the vector field

~V (~i) =
(
b~nb + 4q

(
~nq~i
)
~nq

)
. (4.63)

The vector field ~V determines the normal vector ~V /V of the surfaces of constant
energy E. The surfaces of constant energy are given by parabolas in the plane
spanned by ~nb and ~nq. As a result, the trajectories of ~i can be interpreted as a
section between a sphere with radius i and a parabolic surface with the curvature
2q/b, see Fig. 4.4(a).

In the following, we focus on the dynamic for the case of perpendicular magnetic
and quadrupolar easy axis, ~nb ⊥ ~nq. This situation is realized in the Voigt geometry
of the setup, for which the quadrupolar easy axis is directed approximately along the
growth axis of the sample and the external magnetic field is applied perpendicularly.
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4.8 Nuclear-spin trajectories

For completeness, we define the third axis ~n× = ~nb×~nq/|~nb×~nq|. Let iα =~i~nα with
α ∈ {b, q,×} be the projection of~i on the specific axis. The spin length conservation
and the energy conservation can be combined to the cylindrical equation,

i2× +

(
ib −

b

4q

)2

= I2 − E

2q
+

b2

16q2
=: R2 (4.64)

with the radius R. We present the trajectories projected to the (ib, iq) plane
in Fig. 4.4(b), where Eq. (4.64) manifests in the circular shape of the projected
trajectories.

Employing the definition of iα, the EOM is rewritten,

∂t~i = −bi×~nq + (biq − 4qiqib)~n× + 4qiqi×~nb . (4.65)

The projection onto the ~nq axis yields ∂tiq = −bi×. To decouple the EOM for
the three components, we can express i× as a function of iq using the conserved
quantities,

i2× = I2 − i2q −
(
E

b
− 2q

b
i2q

)2

. (4.66)

Finally, we arrive at the EOM

(∂tiq)
2 =

(
b2I2 − b2r2

)
+
(
−b2 + 4rqb

)
i2q − 4q2i4q . (4.67)

Equation (4.67) is closely related to the differential equation of the cosine am-
plitudinis cn(t, k), an elliptical generalization of the cosine function. The cosine
amplitudinis cn(t, k) solves the differential equation for the function fk(t) with a
real parameter k ∈ [0; 1],

(∂tfk)
2 = 1− k2 − (1− k2)f2k − k2f4k . (4.68)

Moreover, the ansatz

g = A cn(ωt+ ϕ, k) (4.69)

is a solution to the ordinary differential equation

(∂tg)
2 = A2ω2(1− k2)− ω2(1− k2)g2 − ω2

A2
k2g4 . (4.70)
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Chapter 4 Semiclassical approach

A coefficient comparison between Eq. (4.67) and (4.70) reveals the parameters

A2 =
b2I2 − E2

b2 − 4Eq
(4.71a)

ω2 = b2 − 4Eq + 4q2A2 (4.71b)

k2 =
4q2A2

ω2
(4.71c)

for the final solution of iq. Accordingly, the three components of the nuclear spin
obey the time evolution,

iq = A cn(ωt+ ϕ, k) , (4.72a)

ix = ±

√
I2 − i2q −

(
E

b
− 2q

b
i2q

)2

, (4.72b)

ib =
2q

b
i2q −

E

b
. (4.72c)

The remaining parameters E and ϕ are determined by the starting conditions.
The additional nuclear-spin dynamics induced by the nuclear-electric quadrupolar
interactions become relevant for the low-frequency spectrum of various correlation
functions.
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Chapter 5

Semiclassical approach for open quantum
systems

In a closed spin system, the dynamics are reversible and the entropy is conserved.
However, real systems are always coupled to an environment. Since a complete
simulation of the environment is not possible, various approximations have been
developed which allow for the description of the interaction between the system and
its environment without explicitly treating the environmental degrees of freedom
[182–188]. This approach leads to non-reversible quantum master equations in which
the entropy is not a conserved quantity. The most general type of a Markovian
master equation that describes the time evolution of a density operator ρ and
preserves the rules of quantum mechanics, i.e., it is trace-conserving and ensures a
positive-semidefinite density operator, is given by a Lindblad master equation,

∂tρ = −i[H, ρ] +
∑
m

(
LmρL

†
m − 1

2

{
L†
mLm, ρ

})
. (5.1)

While the first part of the equation describes the unitary time evolution of the system,
the second part captures the interaction between the system and the environment
via the Lindblad operators (or jump operators) Lm. The Heisenberg form of the
Lindblad equation,

∂tO = i[H,O] +
∑
m

(
L†
mOLm − 1

2

{
L†
mLm, O

})
, (5.2)

governs the temporal evolution of a general observable O. In this thesis, we address
two mechanisms that lead to an open quantum system. First, we include a spin-orbit
coupling, which generates an interaction of the electron spin with the environmental
charge carriers, resulting in spin-lattice relaxation. Second, we take into account
the radiative recombination of an optically generated electron-hole pair. Both
processes can be modeled by a Lindblad equation without explicit treatment of the
environment.
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Chapter 5 Semiclassical approach for open quantum systems

We present two different approaches to integrate the coupling to the environment
in this chapter. In the first approach, Secs. 5.1 and 5.2, we map the spin-coherent
states to a density operator and derive modified equations of motion (MEOM). We
develop a more elaborate approach based on quantum trajectory theory (QTT)
[182, 189, 190] also known as the Monte-Carlo wave function approach or quantum
jump theory. In Sec. 5.3, we review the QTT and introduce a quantum jump based
semiclassical approach (QJ-SCA) the Secs. 5.4 and 5.5. The QJ-SCA allows for the
exact description of the coupling to the environment by quantum jumps while the
spin dynamics between the quantum jumps are approximated semiclassically. The
advantages and disadvantages of both approaches are discussed in Sec. 5.6.

5.1 Spin-lattice relaxation

For a minimal isotropic model of spin-lattice relaxation, we introduce the three
Lindblad jump operator Lα =

√
γSα, where γ is the decay rate and α ∈ {x, y, z}

indicates the spin component. To demonstrate the effect of these jump operators,
we evaluate the Lindblad master equation in Heisenberg form, Eq. (5.2), for the
observable O = Sβ,

∂tSβ = i[H,Sβ] + γ
∑
α

(
SαSβSα − 1

2
{SαSα, Sβ}

)
= i[H,Sβ]− γSβ .

(5.3)

The term −γSβ generates an exponential relaxation of the spin component Sβ with
rate γ.

To include this relaxation mechanism in the SCA, we exploit the unique mapping
between the (2× 2)-dimensional density matrix ρ1/2 and the expectation value 〈~S〉
for a spin 1/2,

ρ1/2 =

(
1
2 + 〈Sz〉 〈Sx〉 − i 〈Sy〉

〈Sx〉+ i 〈Sy〉 1
2 − 〈Sz〉

)
. (5.4)

While for a pure state | 〈~S〉 | = 1
2 holds, we obtain| 〈~S〉 | < 1

2 for a mixed state. For a
single spin 1/2 in a classical time-dependent field ~b(t), Eq. (5.3) yields the EOM

∂t 〈~S〉 = ~b(t)× 〈~S〉 − γ 〈~S〉 . (5.5)

Identifying 〈~S〉 = ~s(i) and ~b(t) = ~b
(i)
eff , we arrive at the modified equation of motion

(MEOM),

∂t~s
(i) = ~b

(i)
eff × ~s(i) − γ~s(i) . (5.6)
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5.2 Optical excitation and trion decay

While each configuration in the SCA for a closed system can be assigned to a pure
spin-coherent product state, the spin length is not conserved in Eq. (5.6). In the
MEOM approach, each configuration already represents a mixed state. For this
reason, fewer configurations are required to achieve the same accuracy. However,
we note that the shortened spin length leads to an underestimation of the spin
fluctuations. In Sec. 5.6, we demonstrate that this underestimation can produce
unphysical artifacts.

5.2 Optical excitation and trion decay

Next, the optical excitation and the subsequent decay of the excited state will be
included in the SCA. An electron-hole pair can be created in the QD by a circularly
polarized laser pulse. The electron-hole pair together with the localized charge
carrier result in a bound trion state |T 〉 (see Sec. 3.4). A σ+ polarized laser pulse
induces the transition |↑〉 → |T 〉 while the state |↓〉 is left unaffected.

The laser pulse can be described by the unitary matrix UP , Eq. (3.12). To obtain
the effect on a classical spin, we focus on a single electron spin and examine the
(3× 3)-dimensional density matrix including the states |↑〉, |↓〉, and |T 〉. We assume
that before a pulse the trion state is unoccupied, and the density matrix reads

ρbp =

 1
2 + sz,bp sx,bp + isy,bp 0

sx,bp − isy,bp
1
2 − sz,bp 0

0 0 0

 . (5.7)

Here, sα,bp is the spin component right before the pulse. The expectation values
after the pulse for a general observable O are calculated according to

oap = Tr
[
UPρbpU

†
PO
]
. (5.8)

The results for Sx, Sy, Sz, and PT = |T 〉 〈T | are

sx,ap = |a| (sx,bp cos(ϕ) + sy,bp sin(ϕ)) , (5.9a)
sy,ap = |a| (−sx,bp sin(ϕ) + sy,bp cos(ϕ)) , (5.9b)

sz,ap = −1

4

(
1− |a|2

)
+
sz,bp
2

(
1 + |a|2

)
, (5.9c)

pT,ap =
(
1− |a|2

)(1
2
+ sz,bp

)
, (5.9d)

where |a| and ϕ are the absolute value and the argument of the complex pulse
parameter a (see Sec. 3.4). To reconstruct the full (3 × 3)-dimensional density
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matrix, the spin-trion off-diagonal elements ρσ,T = 〈σ|UPρbpU
†
P |T 〉 and ρT,σ =

〈T |UPρbpU
†
P |σ〉 with σ ∈ {↑, ↓} would be required. Since the spin-trion off-diagonal

elements decay to zero and decouple from the remaining dynamics, we refrain their
calculation.

Finally, the trion decay has to be included in the SCA. In the Lindblad formalism,
it is modeled by the jump operator LT =

√
γT |↑〉 〈T | with the decay rate γT . We

address the dynamics of the (3× 3)-dimensional density matrix of the electron spin
in a classical time-dependent magnetic field ~b(t) according to Eq. (5.2). We obtain
the four closed EOMs for the spin elements and the trion occupation,

∂t 〈~S〉 = ~b(t)× 〈~S〉+ 1

2
γT 〈PT 〉~ez , (5.10a)

∂t 〈PT 〉 = −γT 〈PT 〉 . (5.10b)

Furthermore, we obtain one equation for the trace conservation and four equations
for the spin-trion correlator which decouple from the remaining elements and decay
independently with the rate γT . The semiclassical EOM must be extended by an
EOM for pT ,

∂t~s
(i) = ~b

(i)
eff × ~s(i) +

1

2
γT p

(i)
T ~ez , (5.11a)

∂tp
(i)
T = −γT p(i)T . (5.11b)

The EOM for p
(i)
T is trivially solved by the exponential p(i)T = p

(i)
T,0 exp(−γT t).

Therefore, the trion decay serves as a source term in the spin dynamics, Eq. (5.11a),
which induces or reduces spin polarization.

5.3 Quantum trajectory theory

In the next step, we derive an approach that restores the direct mapping between the
classical vectors and spin-coherent product states. For this purpose, we decompose
the density operator ρ =

∑
µ pµ |ψµ〉 〈ψµ| and analyze the dynamics of the states

|ψµ〉 for a open quantum system. In contrast to a closed system, the dynamics
are non-unitary due to the interaction with the environment. We first introduce
the QTT for an arbitrary quantum mechanical system. Afterward, we identify the
states |ψµ〉 with the spin-coherent product state from the classical configuration µ
to derive a hybrid approach.

We derive the time evolution of the state |ψµ〉 starting from the Lindblad equation,
Eq. (5.1), following the approach in Ref. [182]. First, we rewrite the Lindblad
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5.3 Quantum trajectory theory

equation by expanding the commutator and identifying complex conjugated pairs,

∂tρ = −iHρ+ (−iHρ)† +
∑
m

(
−1

2
L†
mLmρ

)
+

(
−1

2
L†
mLmρ

)†
+ LmρL

†
m . (5.12)

Two of the terms containing the Lindblad operators Lm can be written in the same
form as the Hamiltonian H. This allows for rewriting the master equation to

∂tρ = −iHBρ+ (−iHBρ)
†︸ ︷︷ ︸

LBρ

+
∑
m

LmρL
†
m︸ ︷︷ ︸

LJ,mρ

, (5.13)

where we introduce the effective non-hermitian Hamiltonian HB,

HB = H +
i
2

∑
m

L†
mLm . (5.14)

Since L†
mLm is a positive operator, the eigenvalues of HB have a positive imaginary

part. The superoperators LB and LJ,m in Eq. (5.13) reduce the Lindblad equation
to the comprehensive form

∂tρ = LBρ+
∑
m

LJ,mρ . (5.15)

The left part of the equation, ∂tρ̃ = LB ρ̃, is a generalized form of the von Neu-
mann equation. This von-Neumann equation is also applicable to non-hermitian
Hamiltonians and its solution [182] is given by

ρ̃(t) = eLBtρ̃(0) = e−iHBtρ̃(0) eiH†
Bt (5.16)

with the non-unitary time-evolution operator e−iHBt. As the eigenvalues of HB have
a positive imaginary part, e−iHBt describes not only the coherent dynamics induced
by the Hamiltonian H but also an exponential decay induced by the Lindblad
operators Lm. As a consequence, the trace of ρ̃ is not conserved. However, trace
conservation is restored when taking into account the additional term

∑
m LJ,mρ.

Since the formal solution of the von Neumann part is known, we transform into
an interaction picture with ρ = e−LBtρ and obtain a master equation with explicit
time dependency,

ρ̇ =
∑
m

e−LBtLJ,me
LBtρ . (5.17)

This equation can be formally integrated

ρ(t) = ρ(0) +
∑
m

∫ t

0
dt1e

−LBt1LJ,me
LBt1ρ(t1) , (5.18)
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but the solution ρ(t) still depends on the history of ρ(t). Equation (5.18) can be
understood as a recursive relation for ρ(t). By reinserting Eq. (5.18) into itself, one
obtains the Dyson expansion,

ρ(t) =eLBtρ(0)

+
∑
m

∫ t

0
dt1e

LB(t−t1)LJme
LBt1ρ(0)

+
∑
m,m′

∫ t

0

∫ t2

0
dt1dt2e

LB(t−t2)LJ,m′eLB(t2−t1)LJ,me
LBt1ρ(0)

+ . . . ,

(5.19)

where we replaced ρ by e−LBtρ. We note that Eq. (5.19) is a formal solution of the
Lindblad equation and provides an intuitive way of understanding.

In the following, we interpret the terms of Eq. (5.19) line by line. In the first line, a
time evolution from the density operator at time 0 to the time t is performed using
the Hamiltonian HB. In the second line, the density operator ρ(0) is evolved to
the time t1, then the Liovillian LJ,m is applied, and finally the density operator is
evolved from t1 to t. The successive execution of these operators can be interpreted
as a time evolution that is interrupted by a single quantum jump at time t1, whereby
we integrate over all possible times t1 and sum over all possible Lindblad operators
Lm. The third line can be interpreted the same way, however, the time evolution is
interrupted at two times t1 and t2 at which a quantum jump with index m or m′

is performed. The following lines which are not displayed in Eq. (5.19) follow the
same scheme but include terms with three and more jump operations.

In Fig. 5.1, the structure of Eq. (5.19) schematically visualized. The different terms
in the equation can be interpreted as the dynamics in different independent branches.
These branches are distinguished by the number, the times, and the type of quantum
jumps. The total solution ρ(t) results from averaging the different branches at the
end.

If we start with a general pure state |ψ〉 〈ψ|, the state stays pure for each branch
since the time evolution eLBt and the quantum jump LJ,m do not affect the purity
of a state:

eLBt |ψ〉 〈ψ| = e−iHBt |ψ〉 〈ψ| eiH†
Bt =: |ψ(t)〉 〈ψ(t)| , (5.20a)

LJ,m |ψ〉 〈ψ| = Lm |ψ〉 〈ψ|L†
m =: |ψ′〉 〈ψ′| . (5.20b)

The mixing of states only arises from averaging the different branches. As the
number of branches is infinite, it is reasonable to employ a Monte-Carlo integration
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5.3 Quantum trajectory theory

Figure 5.1: Schematic representation of the Dyson series, Eq. (5.19). The dynam-
ics of the system can be interpreted as a combination of deterministic time evolution
eLBδt with the infinitesimal time δt and random quantum jumps LJ in-between.
The colored lines illustrate exemplary paths of a Monte-Carlo integration.

over different representative paths. This approach is visualized by the colored lines
in Fig. 5.1.

Based on the previous findings, we introduce the following procedure which is called
Monte Carlo wave function approach or quantum jump algorithm [189]: The time
evolution without a quantum jump is given by the Schrödinger equation

∂t |ψµ〉 = −iHB |ψµ〉 , (5.21)

with the modified Hamiltonian HB. In addition, in each infinitesimal time step
δt, there is an infinitesimal probability δpm = δt 〈ψµ|L†

mLm |ψµ〉 that a quantum
jump,

|ψµ(t+ δt)〉 = Lm |ψµ(t)〉 , (5.22)

modifies the state. It can be rigorously shown that the combination of continuous
non-hermitian dynamics and random quantum jumps asymptotically reproduces
the Lindblad master equation for an infinite number of configurations [189]. We
note that Eqs. (5.21) and (5.22) generate non-normalized states which have to be
normalized before averaging. Alternatively, the normalized equations,

∂t |ψ′
µ〉 = −i

(
HB − i

2
〈ψ′

µ|
∑
m

L†
mLm |ψ′

µ〉

)
|ψ′

µ〉 (5.23)
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and

|ψ′
µ(t+ δt)〉 =

Lm |ψ′
µ(t)〉

〈ψ′
µ(t)|L

†
mLm |ψ′

µ(t)〉
, (5.24)

can be used which guarantee normalization but lose the linearity in |ψ′
µ〉 [182]. The

quantum jump approach has the disadvantage that the Hilbert space dimension
for the representation of the states |ψµ〉 grows exponentially with the system size.
In addition, several thousand realizations of the state have to be tracked for the
Monte-Carlo integration. In the following, we use a hybrid approach where each state
|ψµ〉 is parameterized by classical vectors. This quantum jump based semiclassical
approach (QJ-SCA) has the same computational effort as the SCA for closed systems.
The state vectors in the SCA grow only linearly with the number of spins and,
by construction of the SCA, several configurations of the system are in use. The
non-hermitian dynamics will can modify the semiclassical EOMs and the quantum
jumps can be included in the SCA exactly. In the following sections, we apply the
QJ-SCA for both scenarios, the isotropic spin relaxation as well as the decay of the
optically excited trion.

5.4 Quantum jump approach to the spin-lattice
relaxation

In the following, we specify the QJ-SCA for spin-lattice relaxation. We employ the
Lindblad operators Lα =

√
γSα, introduced in Sec. 5.1, to derive corrections to the

SCA using QTT. We obtain the modified Hamiltonian for S = 1/2

HB = H +
i
2

∑
α

γSαSα = H + γ
3

8
i . (5.25)

This Hamiltonian is included in Eq. (5.23) which produces the differential equation

∂t |ψµ〉 = −i
[
HB − i

2
〈ψµ|

3

4
γ |ψµ〉

]
|ψµ〉 = −iH |ψµ〉 . (5.26)

Even though the modified Hamiltonian HB differs from H, the dynamics of a state
|ψµ〉 remain unchanged since the jump probability does not depend on the state. In
addition to the continuous dynamics, a quantum jump occurs with the probability
δp = 3

4γδt any infinitesimal time step δt. For the practical implementation of the
quantum jumps, we draw a random time τ , at which the next jump occurs, from
an exponential distribution with the mean value 4/(3γ) rather than generating a
random number in each time step for deciding whether a quantum jump takes place
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5.5 Quantum jump approach to the trion decay

or not. For the realization of a quantum jump, we first choose a random direction α
and evaluate the impact on a spin-coherent state |~s〉,

|~s〉 →
√
γSα |~s〉√

〈~s| γSαSα |~s〉
= σα |~s〉 . (5.27)

The Pauli matrix σα generates a π rotation around the α axis. This scheme can be
easily integrated into the SCA. The EOMs remain unaltered. When the quantum
jump occurs, we randomly choose one axis x, y, or z and perform a π rotation of
the spin around this axis. As the amount of randomly drawn numbers, τ and α,
is small in comparison to the number of steps in the numerical integration of the
EOMs, the additional computational effort is negligible.

5.5 Quantum jump approach to the trion decay

We continue with the quantum jump approach for a more complex case and adapt
the optical excitation and the trion decay to the QJ-SCA. For the sake of simplicity,
we reduce the derivation to a single QD, however, the results can be easily generalized
to a coupled QD ensemble. Again, we start from quantum mechanics and transfer
the resulting scheme for the quantum jumps to the SCA afterward. As outlined in
Sec. 5.2, we have to extend the Hilbert space of the electron spin by the trion state
|T 〉.

We assume that the trion state is unoccupied before a laser pulse. Hence, the
electron spin system is in a Bloch state,

|~s〉 =
√

1

2
+ sz |↑〉+ eiϕxy

√
1

2
− sz |↓〉 , (5.28)

with the azimuth angle ϕxy = arctan(sy, sx). The σ+ polarized laser pulse drives
the transition between the |↑〉 and the trion |T 〉 state and is described by the unitary
pulse operator

UP =


√
1− q2 0 ∗
0 eiϕ2 0

qeiϕ1 0 ∗

 (5.29)

with the pulse efficiency q, the relative phases ϕi, and two irrelevant matrix elements
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marked by ∗. The state after the pulse is given by

|ψP 〉 = UP |~s〉

=
√

1− q2

√
1

2
+ sz |↑〉+ ei(ϕxy+ϕ2)

√
1

2
− sz |↓〉+ qeiϕ1

√
1

2
+ sz |T 〉

=
√

1− pT |~sP 〉+
√
pT e

iϕT |T 〉 .

(5.30)

In the last step, we identified the spin-coherent state after the pulse,

~sP =
1

1− q2(12 + sz)


√
1− q2 (sx cos(ϕ2) + sy sin(ϕ2))√
1− q2 (sy cos(ϕ2)− sx sin(ϕ2))

sz − 1
2q

2(12 + sz)

 , (5.31)

as well as the trion occupation pT = q2(1/2 + sz) ∈ [0, 1] and the relative phase
ϕT = ϕ1 between the electron spin state and the trion state.

We continue with the characterization of the spin system after a laser pulse and
include the nuclear spin states,

|ψ〉 =
√
1− pT |~sP , {~ik}〉+

√
pT exp(iϕT ) |T, {~ik}〉 .

The trion decay is modeled by the jump operator LT =
√
γT |↑〉 〈T |, see Sec. 5.2.

Equation (5.14) yields the modified Hamiltonian,

HB = H +
i
2
γT |T 〉 〈T | . (5.32)

Let us assume that H is time-independent and induces no coherent transitions be-
tween any electron spin state |~s〉 and the excited state |T 〉, in particular, 〈~s|H |T 〉 = 0.
Hence, the Hamiltonian H can be separated into the two parts, H = Hs + HT

with Hs |T 〉 = 0 and HT |~s〉 = 0. Furthermore, HsHT = HTHs = 0 holds such that
commutator [Hs,HT ] = 0 vanishes. For the Hamiltonian introduced in Eq. (3.15),
we obtain the decomposition

H = HHF +HSZ +HNZ +HQ + εT |T 〉 〈T |
= HHF +HSZ + Es(HNZ +HQ)︸ ︷︷ ︸

Hs

+ |T 〉 〈T | (HNZ +HQ) + εT |T 〉 〈T |︸ ︷︷ ︸
HT

(5.33)

with Es = |↑〉 〈↑| + |↓〉 〈↓|. In the case of multiple coupled QDs, the inter-QD
interaction is included in Hs as well. The Hamiltonian Hs governs the spin dynamics
in the absence of a trion, and HT captures the dynamics of the nuclear spins in the
absence of an electron spin ~S. The time-evolution operator of the Hamiltonian

HB = Hs +HT +
i
2
γT |T 〉 〈T | (5.34)
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is given by

U(t) = exp(−iHBt)

= exp(−iHst) exp(−iHT t) exp
(
−γT t

2
|T 〉 〈T |

)
= exp(−iHst) exp(−iHT t)

(
Es + |T 〉 〈T | exp

(
−γT t

2

))
.

(5.35)

Applied to the initial state |ψ〉, the time-evolution operator yields

|ψ(t)〉 =
√

1− pT exp(−iHst) |~sP , {~ik}〉

+
√
pT exp(iϕT ) exp

(
−γT t

2

)
exp(−iHT t) |T, {~ik}〉 .

(5.36)

The time evolution is separated into two parts. The evolution in the absence of the
trion is governed by the Hamiltonian Hs acting on all spins whereas the evolution
in absence of a central spin is included in the Hamiltonian HT acting on the nuclear
spins only. If no quantum jump occurs, the latter contribution in Eq. (5.36) decays
exponentially with rate γT and after a time t� 1/γT , we obtain

U(t) |ψ〉 =
√
1− pT exp(−iHst) |~sP , {~ik}〉 , (5.37)

which is not normalized. The normalized version of the above state reads |ψ(t)′〉 =
exp(−iHst) |~s, {~ik}〉.

However, in every time step δt, there is the probability

δp = δt 〈ψ(t)|L†
TLT |ψ(t)〉

= δtγT pT exp(−γT t)
(5.38)

that a quantum jump occurs. Consequently, the total probability that a quantum
jump occurs is given by the integral

∫∞
0 γT pT exp(−γT t)dt = pT , and the probability

for no quantum jump at all is 1− pT . If a quantum jump occurs, the time τ follows
an exponential distribution p(τ) = γT exp(−γT τ), and the state after the jump is
given by

|ψ(τ)〉J =
LT |ψ(t)〉√

〈ψ(t)|L†
TLT |ψ(t)〉

= exp(iϕT ) |↑〉 exp(−iHT t) |{~ik}〉 ,

(5.39)

where exp(iϕT ) is a global phase that can be omitted. After the jump, the electron
spin is aligned along the optical axis. The nuclear spins state is not modified by the
jump operator.
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Chapter 5 Semiclassical approach for open quantum systems

Figure 5.2: Schematics of the quantum jump algorithm for trion excitation and
decay derived from the QTT and adapted to the SCA. (a) The dynamics after a
laser pulse split into two branches: Either a quantum jump occurs or not. (b) Each
semiclassical configuration evolves independently. While in some configurations
the trion state is excited, other configurations remain unaffected by the laser pulse.

The previous considerations can be translated into the following algorithm for the
QJ-SCA for the time evolution after we apply a laser pulse at the time t = 0:

1.) We start with a spin-coherent state |~s, {~ik}〉 and predetermine whether a
quantum jump will occur. With 1− pT there will be no quantum jump and
we continue with branch 2.)(i). Otherwise, a quantum jump occurs, and we
continue with branch 2.)(ii).

2.) (i) Since there is no quantum jump, we continue with the state |~sP , {~ik}〉 de-
fined in Eq. (5.31) and evaluate the time evolution using the semiclassical
EOM.

(ii) There will be a quantum jump. Hence, we continue with the state
|T, {~ik}〉.

1.) We predetermine the time τ of the quantum jump from the distribu-
tion p(τ) = γT exp(−γT τ) and perform a time evolution up to the
time τ using the semiclassical EOM with ~s = ~0 .

2.) The quantum jump occurs at the time τ . We set ~s = 1
2~ez and

evaluate the further time evolution using the semiclassical EOM.

This algorithm is visualized in the two panels of Fig. 5.2. In Fig. 5.2(a), the two
possible branches are shown schematically. In Fig. 5.2(b), various semiclassical
configurations are depicted. All configurations choose their respective branch
independently.
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Let us now discuss some of the properties of the quantum jump algorithm. Compared
to quantum mechanics, the only approximation made is the semiclassical treatment
of the spin dynamics between the quantum jumps. Once the trion has decayed in
all configurations, the direct mapping to spin-coherent product states is established,
and the SCA for closed systems is restored. The additional numerical effort due to
the laser pulse is negligible compared to the effort needed to solve the EOM (4.31)
as only one or two random numbers have to be drawn per laser pulse.

5.6 Comparison of the approaches

Finally, the two approaches to treat open quantum systems in SCA, namely the
MEOM approach and the QJ-SCA, are compared. We use the box-model approx-
imation A

(i)
k = A0 with NI = 100 nuclear spins with I = 3/2 and neglect nuclear

quadrupolar interactions. Depending on the scenario, we employ NQD = 1 or
NQD = 2 QDs. For NQD = 2, we draw J = J12 from an exponential distribution
with the mean value J = 1/T ∗. In Fig. 5.3, two scenarios are presented in which
spin fluctuations are irrelevant for the dynamics such that both approaches produce
the same results. In 5.3(a), the dynamics of the z component of a single QD in
absence of an external magnetic field is shown. The electron spin dynamics are
governed by the hyperfine interaction with characteristic time scale T ∗ and the
spin-lattice relaxation with the rate γ = 0.001/T ∗. At time t = 0, the electron spin
is initialized in z direction. On the time scale T ∗, the spin z component relaxes to
one third of the initial value due to the Overhauser field fluctuations, see Sec. 4.7.
The spin-lattice coupling generates an additional exponential relaxation on the
time scale 1/γ. While the expectation value 〈S(1)

z 〉 matches for both approaches,
the spin fluctuations (〈(~S(1))2〉)1/2 differ. The spin fluctuations constantly produce
the value 1/2 for the QJ-SCA but reduce exponentially to zero in the MEOM. In
Fig. 5.3(b), the central spin dynamics of two interacting QDs are presented. We
neglect the spin-lattice relaxation γ = 0 but include an external magnetic field of
~bext = 50(T ∗)−1~ex. QD 1 is optically excited with a resonant π pulse at t = 0. The
pulse polarizes the electron spin z component in QD 1 to approximately 1/2 of its
maximum value and dephases on the time scale T ∗ with a Gaussian envelope. Due
to the inter-QD interaction, QD 2 is driven by the electron spin of QD 1. Again,
the electron spin dynamics are correctly described by both approaches, and the only
difference lies in the spin length of QD 1. In the MEOM, the electron spin length
remains roughly a quarter, whereas the QJ-SCA restores the spin length 1/2. The
reduced spin length leads to an underestimation of the electron spin fluctuations.
These fluctuations, however, are not relevant to the dynamics in the two precast
scenarios.
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Figure 5.3: Comparison of the MEOM approach and QJ-SCA for two exemplary
scenarios. (a) Electron spin relaxation in a single QD. The spin z component
relaxes in a two-stage process with the time scales T ∗ and 1/γ. The dashed black
curve displays the exponential function exp(−γt)/6. (b) Optical excitation in a
QD pair. QD 1 is excited at the time t = 0 and drives the second QD via the
inter-QD interaction.

To illustrate the differences between the two approaches, we focus on two scenarios
for which the fluctuations of the electron spin become relevant. In the first scenario,
we study the equilibration of the Overhauser field of a single QD in the absence of
an external magnetic field. For this purpose, we assume that the Overhauser field is
initialized in a non-equilibrium state (e.g. induced by an optical pulse train). The
Overhauser field distribution is initialized at time t = 0 to a Dirac comb,

p(bN,x) = α

∞∑
n=−∞

δ
(
bN,x −

n

2

)
exp

(
(bN,xT

∗)2

2

)
, (5.40)

with the Dirac delta δ(x) and the normalization constant α, see Fig. 5.4(a). The
nuclear spins interact with the Knight field which thermally relaxes via spin-lattice
relaxation with the rate γ = 0.001/T ∗ to its high-temperature equilibrium. Fig-
ure 5.4(b) depicts the Overhauser field distribution for the MEOM and QJ-SCA
approach after t = 102T ∗ < 1/γ. On this time scale, the spin-lattice relaxation is
not relevant, yet. The distribution of the Overhauser field is broadened by roughly
A0 ∝ 1/

√
NI since the angular momentum of the electron spin transfers to the

nuclear spins. For larger times t = 104T ∗ > 1/γ, see Fig. 5.4(c), the spin-lattice
relaxation becomes relevant. In the QJ-SCA, the Overhauser field equilibrates to
the thermal equilibrium state indirectly via the hyperfine interaction and almost
approaches a Gaussian distribution as expected in the high-temperature limit. In
the MEOM, in contrast, the Knight field vanishes, induced by the reduction of the
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Figure 5.4: Comparison of the MEOM approach and the QJ-SCA for two scenarios
in which electron spin fluctuations are relevant. (a)-(c) Equilibration of a non-
equilibrium Overhauser field distribution at (a) time t = 0, (b) time t = 102T ∗, and
(c) time t = 104T ∗. Panels (a)-(c) share the same legend. (d)-(e) Pulse protocol
on two interacting QDs with six σ+ polarized pulses on QD 1 at t = n∆τ with
∆τ = 0.375T ∗ and n ∈ [0, 5], a σ− polarized pulse on QD 1 at t = 6∆τ and a
σ+ polarized pulse on QD 2 at t = 6T ∗ for (d) the MEOM approach and (e) the
QJ-SCA. Panel (d) and (e) share the same legend.

electron spin length to 0. As the Knight field is the only field acting on the nuclear
spins, the Overhauser field distribution remains unchanged even for large times
t = 104T ∗, which is an artifact of the MEOM approach. We note that, due to the
absence of the external magnetic field, the relaxation happens rather fast compared
to experiments [47] where the Overhauser field distribution remains stable on the
time scale of seconds to hours. By applying an external magnetic field, spin-flips
are suppressed, and the equilibration time of the Overhauser field extends.

However, not only spin-lattice relaxation but also tailored pulse sequences can
erase the Knight field, which we illustrate in Figs. 5.4(d)-(e). We neglect the spin-
relaxation and address two QDs subject to a pulse sequence in the external magnetic
field ~bext = 50(T ∗)−1~ex. We utilize the same pulse sequence in Fig. 5.4(d) for the
MEOM approach and in Fig. 5.4(e) for the QJ-SCA. The pulse sequence starts with
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six resonant σ+ polarized π pulses at the times tn = n∆τ acting on QD 1. We set
∆τ = 0.375T ∗ and n ∈ [0, 5]. The temporal distance of the pulses is chosen in such a
way that the pulse incidence corresponds to a minimum of 〈S(1)

z 〉. This increases the
spin electron polarization of QD 1 after six pulses to almost −1/2. An additional
σ− polarized pulse is applied at t = 6∆τ , which drives the transition |↓〉 → |T 〉,
and the trion state is almost completely populated pT ≈ 1 (not displayed). As a
consequence, the electron spin length in the MEOM is reduced almost to zero, while
in the QJ-SCA the electron spin length is restored after the trion decay. Finally, at
time t = 6T ∗, QD 2 is excited, which can drive QD 1 via the inter-QD interaction.
While the driven electron spin of QD 1 is clearly visible as a red curve in the time
interval t ∈ [6T ∗, 10T ∗] in the results of the QJ-SCA, QD 1 cannot respond due to
the reduced spin length in the MEOM.

In conclusion, both approaches provide a description for the open quantum system in
the SCA. The MEOM approach is simpler in its derivation but has the disadvantage
of underestimating spin fluctuations. The QJ-SCA, on the other hand, offers the
possibility to correctly represent spin fluctuations with the same computational
effort. If spin fluctuation can be neglected, both approaches yield comparable results.
In this thesis, the MEOM approach is used in Chapter 6 and 7. The QJ-SCA is
applied in Chapter 9.
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Chapter 6

Two-color pump-probe experiments

Ultrashort laser pulses on the time scale of picoseconds enable the coherent manip-
ulation and control of the charge carrier spins in QDs. To study the interaction
between different QDs, optical two-color experiments are particularly helpful. If
the electron spin dynamics in a QD subensemble change when another disjoint
subensemble is manipulated, a direct or indirect interaction between the QDs can
be inferred. In this chapter, we focus on two-color pump-probe experiments [57, 58,
191] to propose a model of the inter-QD interaction based on the data available
in the literature. The pulse protocols employed in pump-probe experiments as
well as the central experimental results are discussed in Sec. 6.1. Depending on
the constellation of the two pump pulses, phase shifts and dephasing times can be
controlled. These experimental findings are consistent with an effective Heisenberg
interaction between the resident electron spins in the different QDs. In Sec. 6.2, we
introduce a toy model of two spins to qualitatively explain the basic mechanism of
the inter-QD interaction. A quantitative analysis for a QD ensemble is presented in
Sec. 6.3, where we compare the numerical simulation with the experimental data.
We demonstrate an excellent agreement between experiment and theory when a
wetting-layer mediated RKKY interaction is assumed. Parts of these results have
been published in Ref. [59]. In Sec. 6.4, we discuss the influence of the electron
g-factor variation on the ensemble spin dynamics. Moreover, in Sec. 6.5, we analyze
the role of the electron spin component along the external magnetic field direction
perpendicular to the optical axis.

6.1 Experimental results

We consider a pump-probe setup with two different laser frequencies. Depending on
the laser frequency, different QDs in the ensemble are resonantly excited or read
out. The QDs excited by a specific laser frequency form a subensemble of the total
QD ensemble. In the experiment by Spatzek et al. [57], up to two subensembles are
excited by the pump pulses. The spin dynamics of one of these subensemble are
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Figure 6.1: Time-dependent spin electron polarization of subensemble 1 for
different pump configurations. For the reference curve (black), only subensemble 1
is excited. If the incidence time of pump pulse 2 is at a node of the reference curve
(top), the dephasing time becomes shorter for σ+ polarization of pump pulse 2
(red) and longer for σ− polarization (blue). If the incidence time of pump pulse 2
is at a minimum of the reference curve (bottom), a positive phase shift relative to
the reference curve is observed for σ+ polarization of pump pulse 2 (red), and a
negative phase shift is observed for σ− polarization (blue). The incidence time of
pump pulse 2 is indicated by the black dots. The figure is taken from Ref. [57].

read out by the probe pulse. Excitation and readout are repeated periodically with
a repetition time TR = 13.2 ns, and the measurements are averaged afterward.

In Fig. 6.1, the ellipticity signal, which is proportional to the electron spin polar-
ization, is depicted as a function of time. Traces for different delays between the
two pump pulses are displayed. The first pump pulse has σ+ polarization and
defines the time t = 0. Since the probe pulse has the same excitation energy, the
time-dependent spin polarization of the subensemble excited by the first pump is
depicted. The second pump pulse has either σ+ or σ− polarization or is turned off for
a reference curve. In the reference curve (black curve), the electron spin precession of
subensemble 1 in the external magnetic field is observed. The precession frequency
is slightly different in the individual QDs due to g-factor variations and Overhauser
field fluctuations. Therefore, the signal dephases yielding a decreasing envelope of
the oscillations.

The red and blue curves show the situation when the second pump pulse is switched
on. The second pump pulse is either σ+ (red curves) or σ− (blue curves) polarized
and arrives either at a node (upper curves) or a minimum (lower curves) of the
reference curve. Depending on the polarization and the incidence time, four different
relative alignments of the electron spin polarization of the two subensembles are
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realized. The different spin alignments produce a modification of the time-dependent
spin polarization in subensemble 1. In comparison to the reference curve, either the
dephasing time is shortened or extended (upper curves), or a positive or negative
phase shift relative to the reference curve occurs (lower curves). We note that,
without inter-QD interactions, all curves would match the reference curve since both
subensembles would evolve independently. The overall behavior can be explained
by a Heisenberg interaction between the electron spins of the different QDs. We
address the dynamics in the coupled QDs by a simple toy model in the following
section.

6.2 Two-spin model

To understand the phase shifts and the changing dephasing times, we focus on a
minimal model. We represent each subensemble by a single electron spin and omit
the nuclear spin baths. In addition, we employ the same electron g factor for both
spins and model the spin alignment generated by the pump pulses by a proper
choice of the starting condition.

We start with the Hamiltonian

H = J ~S(1)~S(2) +~b
∑
i

~S(i) , (6.1)

with the coupling strength J and external magnetic field ~b. The semiclassical EOMs
for the two spins i ∈ {1, 2} read

∂t~s
(i) = ~b× ~s(i) + J~s(l) × ~s(i) (i 6= l) . (6.2)

We make use of the equal g factors and transform into the rotating frame with the
new coordinate system ~̃s(i) = R~s(i) and the rotation matrix R = exp([~b ]×t) with
the cross-product matrix [~b ]×. The transformation yields the simplified EOM

∂t~̃s
(i) = J~̃s(l) × ~̃s(i) (i 6= l) . (6.3)

Even though this system of ordinary differential equations is non-linear, it can be
solved analytically due to its simple structure. We use the ansatz

~̃s(1,2) = ~v1 ± ~v2 cos(ωt)± ~v3 sin(ωt) (6.4)
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Chapter 6 Two-color pump-probe experiments

Figure 6.2: Dynamics of the electron spins ~̃s(1) and ~̃s(2) in the rotating coordinate
system. The support vector ~v1 points to the center of the rotation. The support
vectors ~v2 and ~v3 span the rotation trajectory.

with the support vectors

~v1 =
1

2

(
~s
(1)
0 + ~s

(2)
0

)
, (6.5a)

~v2 =
1

2

(
~s
(1)
0 − ~s

(2)
0

)
, (6.5b)

~v3 = |~v2|
(
~v1
|~v1|

× ~v2
|~v2|

)
, (6.5c)

and the non-linear angular frequency

ω = 2Js cos
(ϕ
2

)
. (6.6)

The frequency depends on the spin length s =
∣∣∣~̃s(1)∣∣∣ = ∣∣∣~̃s(2)∣∣∣ = 1/2 and the angle ϕ

= ]
(
~̃s(1), ~̃s(2)

)
. As depicted in Fig. 6.2, the two spins rotate around each other on

a common circular orbit. The rotation frequency becomes faster for smaller angles
between the spins. The differential equations have two fixed points: If the spins are
parallel, the circle degenerates to a single point, and if the spins are antiparallel,
the angular frequency has the value ω = 0.

In the stationary coordinate system, the motion of the spins is composed of two parts.
The spins rotate around each other with the frequency ω and precess together about
the external magnetic field axis with the frequency b. Employing the analytical
solution, the four start configurations, that are generated with two pump lasers, can
be analyzed for phase shifts and dephasing times. For this purpose, the first electron
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6.2 Two-spin model

Figure 6.3: Schematic representation of the time evolution in the two-spin model
(~s(1) and ~s(2)) compared to a single spin (~sRef). The external magnetic field is
perpendicular to the image plane. With an (anti-)parallel orientation, the time
evolution of ~s(1) and ~sRef is identical. In the case of a perpendicular alignment of
~s(1) and ~s(2), however, there is a phase shift between ~s(1) and ~sRef, which has a
different sign depending on the constellation. In addition, ~s(1) rotates out of the
plane. By changing J → −J , the phase shift remains unchanged, but the spin
component in the magnetic field direction changes its sign.

is initially aligned in z-direction, ~s(1)0 = 1
2~ez , and the second electron spin ~s(2)0 is

either aligned collinear ±1
2~ez or perpendicular ±1

2~ey while the external magnetic
field is aligned in x-direction.

In Fig. 6.3, the resulting time evolution is shown schematically. A single spin ~sRef,
coupled only to the external magnetic field, serves as a reference value. Since the
parallel and the antiparallel constellations represent a fixed point in the rotating
coordinate system, the trajectories of ~s(1) are identical to the reference ~sRef. Thus,
no phase shift can be observed between ~s(1) and ~sRef.

In contrast, for perpendicular starting conditions, the dynamics are more diverse. In
this case, ~s(1) and ~s(2) rotate around each other in the rotating coordinate system,
whereas ~sRef is fixed in the rotating coordinate system. This leads to a phase shift
between ~s(1) and ~sRef. Thus, the phase shifts in the semiclassical picture can be
attributed to the rotation of the spins around each other. We note that the direction
of the phase shift does not depend on the sign of the coupling constant J . Employing
the analytical solution of the EOMs, we evaluate the phase shift,

φ(t) = ± arccos

 1 + cos( J√
2
t)√

2 + 2 cos2( J√
2
t)

 =
J2t2

8
+O((Jt)4) , (6.7)

which is quadratic in J for short time scales [59].
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In the simplified model, no dephasing occurs due to omitting the nuclear spins.
Nevertheless, some statements about the dephasing behavior can be derived from
the model. For this purpose, the two fixed points ~s(1) = ~s(2) and ~s(1) = −~s(2) can
be examined for their stability against small perturbations δ~s(1) and δ~s(2). The
perturbations can occur, for example, due to the different Overhauser fields acting
on the two electron spins. A linear stability analysis shows that the parallel case
~s(1) = ~s(2) is marginally stable while the antiparallel case ~s(1) = −~s(2) is unstable.
In the case of a nearly parallel alignment, both spins rotate around each other on a
narrow trajectory, so the orbit hardly changes compared to the unperturbed case.
Since the orbits hardly differ, no dephasing induced by the coupling J occurs. In
the case of a nearly antiparallel alignment, the spins precess around each other
approximately on an orthodrome of the Bloch sphere. Even a small change in the
perturbation results in a significant modification of the orbit so that the coupling J
produces a particularly strong dephasing in this case. The related dephasing time is
independent of the sign of J .

Overall, the phase shifts and the changes in the dephasing time can be interpreted
in a simple picture. If the spins are arranged perpendicularly, they rotate around
each other, which manifests itself in the (oscillating) spin z component by a phase
shift. If the spins are arranged parallel/antiparallel, they are on a stable/unstable
trajectory. Hence, the dephasing time becomes longer/shorter.

6.3 Phase shift and distribution of the RKKY coupling
constants

As a next step, the spin dynamics of the QD ensemble will be studied numerically.
For this purpose, we assume that the ensemble consists of two subensembles, where
subensemble A is excited by pump pulse 1 and subensemble B is excited by pump
pulse 2. Based on the experiment [57], we assume that a ratio of the g factors of
g
(B)
e /g

(A)
e = 1.03 holds. The external magnetic field is set to ~bext = 50(T ∗)−1~ex

which roughly corresponds to Bext = 1T.

Apart from the g factors, we assume that all NQD = 104 QDs are of the same
type, where each QD contains NI = 104 nuclear spins of length I = 3/2. Since the
dynamics of the nuclear spins is negligible on the considered time scale, we omit the
nuclear quadrupolar interactions and set all hyperfine coupling constants to the same
value A(i)

k = A0. This constant is determined by the definition of the characteristic
time scale T ∗ = 1 ns. For the inter-QD interaction, we use the microscopic model
based on a wetting layer mediated RKKY interaction described in Sec. 3.5. To
generate the coupling constants Jij , we draw the locations ~Ri of the QDs on a square
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Figure 6.4: Reproduction of the experimental measurement results from Fig. 6.1.
We simulate the dynamics of an ensemble with NQD = 104 QDs. For the reference
curve in panel (b), only pump pulse 1 acts at the time t = 0. In panel (a),
additionally, pump pulse 2 is applied at a minimum of the reference curve (t =
1.11T ∗). Depending on the polarization of pump pulse 2, this leads to the extension
(σ+ polarization) or shortening (σ− polarization) of the dephasing time. In panel
(c), pump pulse 2 is applied at a node of the reference curve (t = 1.15T ∗). This
produces a positive (σ+ polarization) or negative (σ− polarization) phase shift
relative to the reference curve.

as outlined in Sec. 4.6 and thereafter calculate the distance-dependent coupling
constants Jij = J(|~Ri − ~Rj |). For the distance dependency of the inter-QD coupling
constants, we employ the NRG results illustrated in Fig. 3.5 and perform a linear
interpolation between the data points extracted from the NRG.

In Fig. 6.4, the numerical results for the electron spin dynamics in two coupled
QDs with the previously introduce parameter set are depicted. To allow a direct
comparison with the experimental measurements in Fig. 6.1, the same choice of
the colors and the arrangement of the curves is used. For the comparison with
the experimental results, we define the observable for the averaged electron spin
polarization of subensemble A,

~S(A) =
2

NQD

∑
i∈A

~S(i) , (6.8)

which is proportional to the measured ellipticity. The expactation value of ~S(A)
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Figure 6.5: Phase shift φ between the reference curve and the curve for the
incidence of pump pulse 2 at minimum (σ+ polarized). We perform simulations
for A(i)

k = A0 (box-model limit), a distribution of the coupling constants A(i)
k , and

a frozen Overhauser field approximation (FOA) respectively. The experimental
data are taken from Ref. [57], and the numerical data are taken from Ref. [59]. ´

is evaluated according to Eq. (4.45) in the semiclassical MEOM. In Fig. 6.4(b), a
reference curve is depicted in black. For the reference curve, we apply a π pulse
with σ+ polarization at t = 0. This pulse excites subensemble A, while subensemble
B remains unaffected. A coherent oscillation in the external magnetic field with
a dephasing on the time scale T ∗ can be observed. In Fig. 6.4(a), a second pump
pulse is employed that resonantly excites subensemble B and has its incidence
time at a node of the reference curve. The second pump pulse initially leads to a
perpendicular alignment of the electron spins of the two subensembles. Depending
on the polarization of pump pulse 2, it causes an extension or shortening of the
dephasing time. However, the two-spin model in Sec. 6.2 predicts a phase shift for
perpendicular alignment. The differing electron g factors as well as an additional
phase shift induced by the trion decay generates a relative phase of π

2 between both
subensembles which resolves this discrepancy. The effect of the varying electron
g factor is studied in Sec. 6.4 in more detail. In Fig. 6.4(c), pump pulse 2 has its
incidence time at a minimum of the reference curve, which produces a phase shift
relative to the reference curve. The sign of the phase shift can be controlled by the
polarization of pump pulse 2.

To investigate the situation more quantitatively, we examine the time dependency of
the phase shift. In Fig. 6.5, the phase shift is shown for the excitation with the σ+
polarized pump pulse 2 at a minimum of the reference curve. The x markers depict
the experimental measurements. Interestingly, the phase shift grows almost linearly
in time, although the two-spin model with a fixed coupling constant J predicts a
quadratic increase, see Eq. (6.7). This mismatch is resolved by the fact that in a QD
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ensemble a variation of the coupling constants occurs. While the slope of the phase
shift provides information about the overall magnitude, the shape of the phase shift
as a function of time is sensitive to the distribution of the coupling constants and
thus provides a good benchmark for the agreement of a microscopic model with the
experimental results.

The blue curve in Fig. 6.5 presents the phase shift φ(t) for the simulation from
Fig. 6.4(c) and complies with an approximately linear behavior as observed in
the experiment. While the shape of φ(t) is determined by the distribution of the
inter-QD coupling constant, the hybridization Γ0 = 140µeV (see Sec. 3.5) has been
adjusted to match the slope of the experiment. To demonstrate that the box model
does not affect the dynamics, two additional simulations are displayed as green and
red curves, for which a distribution of the hyperfine couplings A(i)

k was employed.
In both cases, we use an exponential distribution and fix the mean value via the
condition T ∗ = 1ns. To compensate for the considerably increased computational
effort, we reduce the system size to NQD = NI = 103 for the green curve. In contrast,
for the red curve, we keep the system size fixed at NQD = NI = 104, but freeze
the dynamics of the nuclear spins. Both scenarios provide the same result as the
box-model approximation. This illustrates that the nuclear spin dynamics can be
neglected on the given time scale.

The sign of the phase shift can be reversed either by switching the polarization
(σ+ or σ−) or by changing the incidence time (minimum or maximum) of pump
pulse 2. However, switching the sign of all coupling constants, Jij → −Jij , does
not change the phase shift (not shown here). This becomes clear when considering
the mechanism outlined in Sec. 6.2. To understand which information about the
coupling constants Jij can be obtained from the time-dependent phase shift, we
focus on the effective field ~b(i)J generated by the inter-QD interaction, see Eq. (4.36).
Since the electron spins are synchronized in the respective subensembles by the
pump pulses, we employ the effective interaction strength,

Ji =
∑
j∈B

Jij , (6.9)

introduced in Sec. 4.6. In Fig. 6.6(a), the distribution p(Ji) for the coupling
constants Ji calculated from the wetting layer induced RKKY interaction is shown.
The effective interaction is predominantly ferromagnetic (Ji < 0) due to neighboring
QDs with small distances, see Fig. 3.5. However, there is also a relevant probability
for an antiferromagnetic interaction (Ji > 0). Since the sign of Ji does not enter
the phase shift φ, we add distribution p(|Ji|) as a red curve in Fig. 6.6(a). The
distribution p(|Ji|) is well approximated by an exponential distribution.
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Figure 6.6: Results for the reduced two-QD model. (a) Distribution of the reduced
coupling strength, p(Ji), and its absolute value ,p(|Ji|). The dashed line is an
exponential distribution and serves as a guide to the eye. (b) Simulation of the
reduced two-QD model, in which the coupling constant J follows the distribution
p(Ji) or p(|Ji|). The experimental data (x markers) are taken from Ref. [57].

To demonstrate that the effective coupling constants Ji are relevant for the overall
electron spin dynamics, we resort to the reduced model with only two QDs, see
Sec. 4.6. Such a two-QD model includes only one coupling constant, J = J12.
This coupling constant is drawn randomly for each classical configuration from the
distribution p(Ji) or p(|Ji|), respectively. The phase shifts resulting in the reduced
model are shown in Fig. 6.6(b) as red and blue curves. There is an excellent agreement
with the experiment as well as the elaborate numerical ensemble calculation. From
this observation, we conclude that the dynamics predominantly depend on the
distribution of the effective couplings Ji rather than on the details of the real
couplings Jij . Therefore, a reduced two-QD model with a significantly reduced
numerical effort can be used as a replacement for a full ensemble calculation.

6.4 Variation of the electron g factor

Since the excitation energy is correlated with the electron g factor in the QDs, the
subensembles in two-color pump-probe experiments have different mean electron g
factors. The differing precession frequencies of the subensembles modify the relative
alignment of the electron spins over time. By tuning the pump energy, the g factor
of the subensemble can be adjusted due to the linear relation between excitation
energy and mean g factor.

We investigate the influence of the electron g factors based on the experimental
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Figure 6.7: Influence of the energy of pump pulse 2 on the spin dynamics. Pump
pulse 1 is set to the fixed energy 1.3984 eV (vertical dotted line) while the energy
of pump pulse 2 is varied. Pump pump 2 with σ+ polarization is applied at a
minimum of the reference curve, and the phase shift φ is evaluated after 3 ns. For
the simulation (red curve), we choose the system size NQD = 2 and NI = 100.
The electron g factors are determined by the pump energies using Eq. (6.10). The
inter-QD couplings J are drawn from an exponential distribution with mean value
J = 1/T ∗, and the box-model limit is employed for the hyperfine couplings A(i)

k .
The experimental data (x markers) are taken from Ref. [191].

data from Ref. [191]. In the experiment, the photon energy of pump pulse 1 is fixed
at 1.3984 eV and the energy of pump pulse 2 is varied. For each pump energy, the
phase shift relative to the reference curve is measured after 3ns. We reproduce this
result in our simulation by determining the g factor from the energy relation

g(i) =
g2 − g1
ε2 − ε1

(ε(i) − ε1) + g1 , (6.10)

using the two points (g1, ε1) = (0.545, 1.38 eV) and (g2, ε2) = (0.56, 1.395 eV) ex-
tracted from Ref. [191]. The results of the numerical simulation as well as the
experimental data are depicted in Fig. 6.7. For the simulation, we employ a re-
duced two-QD model and draw J from an exponential distribution with mean value
J = 1/T ∗. Since the nuclear spin dynamics are irrelevant, we model each QD with
NI = 100 nuclear spins in the box-model approximation with length I = 3/2. Pump
pulse 2 acts at a minimum of the reference curve, which initially produces a parallel
alignment of the two electron spins. Thus, for equal g factors, no phase shift φ
would occur. For differing g factors of the two subensembles, a phase shift φ relative
to the reference curve may arise. The phase shift has the maximum at a pump
energy of about 1.383 eV, which corresponds to the choice in Ref. [57]. For larger
g factor differences, the phase shift decreases again. At 1.37 eV, for example, the
electron spin in both subensembles are initially aligned in parallel. Averaged over
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time, they behave as if they were antiparallel due to the different g factors. Thus, no
phase shift is expected, which agrees with both, the experiment and the numerical
calculation.

6.5 Spin tomography

An extension of the two-color pump-probe experiment was performed by Varwig
et al. [58]. In addition to the π pump pulses with a pulse area of π, a detuned
pulse with a pulse area of 2π was applied. The third pulse does not excite a trion
due to its pulse area. However, when it is detuned with respect to pump pulses
1 and 2, a relative phase in the superposition of the electron spin states |↑〉 and
|↓〉 is generated. This relative phase produces a rotation around the optical axis
[51, 52] and, therefore, the third pulse is called rotational pulse (RP). The RP is
slightly detuned to the excitation energy of subensemble A and strongly detuned to
subensemble B. While the detuning of the RP to subensemble B is so large that the
effect of the RP on this subensemble is negligible, the RP pulse leads to a rotation of
the electron spins in subensemble A. This rotation is realized for the pulse parameter
a = 1 and ϕ 6= 0, see Sec. 5.2. The parameter ϕ is determined by the degree of
detuning and is tuned to π/2 in Ref. [58]. This choice rotates the spin x component
along the magnetic field axis into the (yz) plane and enables the measurement of
the spin component along the magnetic field axis.

In Fig. 6.8, the experimental data are shown as x markers. Due to the induced
perpendicular spin alignment in combination with the inter-QD interaction, the
subensembles rotate around each other out of the (yz) plane, see Fig. 6.6, and
acquire a spin component along the x direction. The component increases on the
time scale of the first 2 ns after pump pulse 2 and afterward remains almost constant
at a plateau. We note that the experimental data are displayed with arbitrary units,
so amplitude and sign are not specified. The blue curve in Fig. 6.8 depicts the results
of the numerical simulation of a two-QD model, using an exponential distribution
p(J) with the same parameters as in 6.4. Similar to the experimental data, the spin
x component initially increases and remains on a plateau. Interestingly, the spin x
component is sensitive to a sign change J → −J . To demonstrate this dependency,
we changed the sign from an antiferromagnetic to ferromagnetic coupling and add
the result as a red line in Fig. 6.6. Ferromagnetic and antiferromagnetic coupling
produce exactly the same behavior with opposite sign. If J has a positive and a
negative sign with equal probability, the spin x component disappears completely,
see the green curve. In addition, we plotted the x component resulting from a full
ensemble simulation, for which we use the inter-QD coupling constants obtained
from NRG calculations as in Sec. 6.3. These coupling constants Ji are a mixture
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Figure 6.8: Spin component along the external magnetic field axis in a three-color
pump-probe setup measured after the incidence of pump pulse 2. Pump pulse 2
excites subensemble B with σ+ polarization at a minimum of the reference curve.
The blue, red, and green curves depict the results for a two-QD model with an
exponential distribution of the coupling constant J with only positive values of J
(blue), only negative values of J (orange), or a mixture of positive and negative
values of J (green). The magenta curve displays the result of a full ensemble
calculation. The experimental data (x markers) are taken from Ref. [58].

of antiferromagnetic and ferromagnetic couplings with ferromagnetic couplings
dominating. Due to the mixing of both signs, the polarization of the spin x
component is reduced.

In conclusion, the spin x component is sensitive to the sign of the inter-QD coupling
Ji and, in principle, allows for determining whether the inter-QD interaction is
predominantly ferromagnetic or antiferromagnetic. However, since the experiments
in Ref. [58] did not determine the absolute sign of the spin x component, the sign of
the couplings cannot be inferred.
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Chapter 7

Variation of the spectral width of the optical
excitation

For the implementation of quantum functionality, decoherence is a significant
challenge. In QDs, where the electron spin serves as a potential carrier of quantum
information, the hyperfine interaction provides an essential contribution to the
dephasing. In addition to the hyperfine interaction, the inhomogeneity of the
electron g factors produces a significant dephasing in the ensemble at large magnetic
fields. In this chapter, we demonstrate that inter-QD interactions, which are in the
order of µeV, provide a relevant source of dephasing as well. However, the dephasing
time arising from the inter-QD interactions can be tuned by tailored laser pulses.
As a motivation for the investigations in this chapter, we present a pump-probe
experiment with variable pulse spectra in Sec. 7.1. The model, which is employed
to describe the experimental results, is introduced in Sec. 7.2. In Secs. 7.3, 7.4, and
7.5, we examine the dephasing effects arising from the hyperfine interaction, the
electron g-factor inhomogeneity, and the inter-QD interactions, respectively. Finally,
in Sec. 7.6, we combine all dephasing effects and summarize the outcome in Sec. 7.7.
The results of this chapter have been published in Ref. [69]. The experimental
measurements were performed by the Bayer group at TU Dortmund University
[69].

7.1 Experimental results

We study pump-probe experiments that were performed on an InGaAs QD ensemble
with tailored pump and probe pulses. The investigated sample contains 20 layers of
self-assembled (In,Ga)As QDs [111] with a dot density per layer of 1010 cm−2. To
charge the QDs with electrons, a Si-δ-doping sheet beneath each QD layer provides
approximately one electron per QD. However, detailed examinations show that at
least 50% of the QDs are singly charged while the other QDs are neutral or doubly
charged [57]. In Fig. 7.1(a), the PL spectrum of the QD ensemble is displayed
as a filled grey curve. For the given sample, it has a full width at half maximum
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Figure 7.1: (a) Laser pulse spectra with varying spectral widths ∆E and the
related pulse duration ∆τ . The uppermost spectrum is the photoluminescence
(PL) emission of the QD ensemble. (b) Time-resolved ellipticity traces showing
the electron spin precession and the dephasing of the QD ensemble at Bext = 1T
and T = 6K for the different pulse widths. The figures are taken from Ref. [69]

(FWHM) of roughly 13meV which is much broader than the typical homogeneous
line width of a single QD [77]. The PL emission is centered around 1.393 eV. The
tailored laser spectra are depicted as filled colored curves in Fig. 7.1(a) as well. Their
central photon energy is tuned to the maximum of the PL emission. By tailoring the
energy spectrum of the pump pulse, the number and the spectral composition of the
excited QDs are adjusted. As the electron g factor depends nearly linearly on the
excitation energy of the QD (see Sec. 3.2), the g-factor composition in the excited
QD ensemble is tuned as well. For a broader laser spectrum, the variation of the g
factors contributing to the signal increases. In addition, more QDs are excited such
that the effective distance between the excited QDs reduces. Therefore, the effective
inter-QD interaction strength is adjusted. As a consequence, the measurements are
sensitive to inter-QD interactions as well.

The tailored laser pulses are generated by a Ti:Sapphire laser originally emitting
pulses with a duration of 180 fs at a repetition rate of 76MHz. The pulse duration
is connected to the spectral width via Fourier transformation, so the duration of
180 fs corresponds to a spectral width of 15meV. To tune the laser spectrum, the
pulses are diffracted at a grating, which spatially widens the pulse. Placing a slit
into the widened beam, the spectral width can be reduced to the desired degree.
The resulting pulse spectra are depicted in Fig. 7.1(a) as colored filled curves. The
spectrally tuned beam is split into a pump and a probe beam, such that the pump
and the probe beam have the same energy spectrum and only differ in polarization
and intensity. The circularly polarized pump pulses excite the electron spins which
precess around the external magnetic field in Voigt geometry. The weaker probe
beam is employed for readout of the electron spin polarization along the optical
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Figure 7.2: Dephasing times T ∗
tot depending on the spectral pulse width. The data

are extracted from fitting the traces of the ellipticity signal at (a) Bext = 0.25T,
(b) Bext = 1T, and (c) Bext = 6T. The laser power is either constant (blue) or
adjusted (red). The figure is taken from Ref. [69].

axis.

Figure 7.1(b) shows the time-resolved ellipticity traces for the different laser spectra
depicted in Fig. 7.1(a) at an external magnetic field strength of 1T. After roughly
0.5ns, fast decaying excitations have vanished and solely the dynamics of the resident
electron spins persist. The photo-generated spin polarization precesses with the
average Larmor frequency of the ensemble which is the same for all traces since
the central photon energy of the laser pulse is kept to the same value. The signal
dephases on the time scale of a few ns. The Overhauser field fluctuations contribute
only weakly to the dephasing as they have a strength of only 7.5mT in the given
sample. More relevant is the effect of the g-factor variation, which is proportional
to the spread of the Larmor frequencies ∆ωL = ∆geµBBext. Since the g-factor
variation in first approximation is proportional to the spectral width of the laser
pulse, ∆ge ∝ ∆E, it is surprising that the traces in Fig. 7.1(b) have almost the
same dephasing time, although spectral width varies by a factor of 6.

To examine the dephasing times in more detail, the fit function

Sz(t) = A cos(ωLt) exp
(
− t2

2T ∗
tot

2

)
(7.1)

is employed with the total dephasing time T ∗
tot: The dephasing times determined

from fitting are plotted for three different magnetic field strengths in Fig. 7.2. For
the blue curves, the laser power is kept constant, such that the light intensity is
lower after the slit especially for narrow slits. For the red curves, the laser power is
adjusted such that the light intensity at the sample is constant. The red data points
in panel (b) belong to the traces in Fig. 7.1(b). Regardless of the specific excitation
conditions, no significant influence of the spectral laser width on the dephasing time
can be detected within the limits of measurement accuracy. Only at a relatively
strong magnetic field of 6T, the dephasing time decreases with increasing spectral
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Chapter 7 Variation of the spectral width of the optical excitation

Figure 7.3: Dephasing time T ∗
tot for a fixed pulse duration of 2ps as a function

of the external magnetic field Bext. A fit ∼ B−1
ext is added as a dash-dotted gray

line. A fit ∼ B−α
ext with α > 0 is indicated by the blue line. The plot is taken from

Ref. [69].

width. At large magnetic fields, the variation of the electron g factor significantly
reduces the dephasing time.

Figure 7.3 depicts the dephasing time for a fixed pulse duration of 2 ps as a function
of the external magnetic field. The dephasing time decreases from 1.6ns at 0.5T
to almost 0.2ns at 6T. We find that the data cannot be described by a 1/Bext fit
(gray line). Fitting the exponent, 1/Bα

ext, a good agreement with the experimental
data is achieved for α = 0.7.

To understand the experimental results, we take into account the combined effect
of the nuclear spin fluctuations, the electron g-factor variation, and the inter-QD
interactions. In the following, we implement a model that reproduces and explains
the experimental findings.

7.2 Model and methods

To study the effect of inter-QD interactions on the dephasing time, we employ the
model introduced in Chapter 3. We restrict ourselves to the interactions that are
relevant on the time scale of a few nanoseconds. Accordingly, we omit the nuclear-
electric quadrupolar interactions. To maintain the connection to the experiments,
we address isotropic hyperfine interactions relevant for electron spins.

The Hamiltonian for a single QD is given by Eq. (3.15), and the Hamiltonian for
the QD ensemble results from Eq. (3.14) with an effective Heisenberg interaction
between electron spins of different QDs. We discuss the dephasing effect of the

76



7.2 Model and methods

different interactions separately, so the parameters for this study are introduced
progressively in the upcoming sections. The laser spot typically comprises 106 QDs
and hence a complete simulation of the ensemble is not possible. Instead, we focus on
a reduced cluster that mimics the ensemble. A reduction to two QDs, as introduced
in Sec. 4.6, is not adequate here, as the spectral width of the laser is continuously
adjusted, and therefore the number of excited QDs is flexible. For our simulations,
we employ a cluster of representative QDs which are drawn with random properties
for the individual classical configurations. A cluster size of 10 QDs has proven to be
useful. For the SCA outlined in Chapter 4, typically 105 independent configurations
are evaluated and averaged. To obtain a continuous spectrum, a different set of
random variables such as excitation energy, g factor, and coupling constants is used
for each configuration. In total, we decompose the ensemble with 106 QDs to 105

representative clusters comprising 10 QDs each.

To account for the optical excitation, we employ the approach introduced in Sec. 5.2.
We determine the complex pulse parameter a from the integration of Gaussian
pulses with the envelope function,

Ω(t) =
Θ

2πσ2t
exp

(
− t2

2σ2t

)
, (7.2)

and the area Θ = π. The temporal pulse width σt is obtained from the spectral
FWHM,

∆E = 2
√
2 ln 2σE =

2
√
2 ln 2

σt
, (7.3)

with the spectral standard deviation σE . As the trion excitation energy ε
(i)
T is

assigned individually for each QD, the pulse parameter a→ a(i) varies within the
ensemble. In the experiment, the spin polarization is measured using the Faraday
ellipticity, which is proportional to the trion excitation probability. We reproduce
this behavior in our model by weighting the spin z component of each QD with
the factor (1 − |a(i)|2) so that resonant QDs contribute more to the signal than
detuned QDs. For the implementation of the optical excitation and radiative decay
we employ the MEOM approach, see Sec. 5.2.

Additional contributions to the dephasing that are not included in our model cannot
be completely ruled out. Since the QDs are charged by donors, the effect of charge
fluctuations near the QDs has to be discussed. A pure capacitive coupling shifts
the energy, and therefore influences the excitation energy. However, this effect is
already reflected in the PL emission of the QD ensemble shown in Fig. 7.1(a). In our
cluster approach, this effect is incorporated by a correct choice of the distribution
of the excitation energies ε(i)T . However, we disregard charge fluctuations in and out
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Chapter 7 Variation of the spectral width of the optical excitation

of a singly charged QD. Since spin coherence can be observed on time scales much
longer than the dephasing time [111], this mechanism does not affect the short-time
dephasing time. Moreover, a potential deformation of the electron wave function
as a function of the external field can be discussed. The hyperfine couplings A(i)

k

depend on the electron wave function at the position of the nucleus. The shape of
the wave function is mainly determined by the diverging Coulomb interaction at
the nucleus, which exceeds the Zeeman energy at magnetic fields < 10 T by several
orders of magnitude. Therefore, this effect can also be neglected.

7.3 Dephasing due to the hyperfine interaction

First, we investigate the influence of the nuclear spin fluctuations on the dephasing
time in a single QD. The Overhauser field fluctuations can differ by an order of
magnitude for different samples and depend significantly on the material and growth
conditions. For the sample investigated here, the Overhauser field fluctuations
are approximately 7.5 mT [104]. On the time scale of the electron spin dephasing,
the nuclear spin dynamics can be neglected, justifying the assumption of a frozen
Overhauser field. According to Sec. 4.7, the envelope function of the signal is
Gaussian [37],

Senv(t) = ±S0 exp
(
− t2

2T ∗2
N

)
. (7.4)

The standard deviation T ∗
N is given by the fluctuations of the Overhauser field along

the magnetic field axis

T ∗
N =

√
3∑

k A
2
k〈I2k〉

. (7.5)

The factor
√
3 in comparison to Sec. 4.7 is chosen such that T ∗

N becomes the standard
deviation of the Gaussian, Eq. (7.4), which allows for a better comparison to other
dephasing contributions. The central limit theorem guarantees that the Overhauser
field, in the case of many nuclear spins, is Gaussian distributed independently of
the distribution of the hyperfine constant p(Ak). Hence, the generic behavior of
dephasing is encoded in T ∗

N . Only on longer time scales, where the dynamics of the
nuclear spins cannot be neglected, details of the distribution p(Ak) become relevant
[62, 118]. In the following, we employ exponentially distributed hyperfine coupling
constants,

p(Ak) =
1

A
exp

(
−Ak

A

)
, (7.6)
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Figure 7.4: Dephasing due to the nuclear spin fluctuations after a single π-pulse
for three different external magnetic fields. The parameters T ∗

N = 3 ns, ge = 0.555,
and Jij = 0 are used. The dashed lines mark the analytical envelope functions
according to Eq. (7.4). The plot is taken from Ref. [69].

with the mean value A. Figure 7.4 shows the electron spin dynamics for three
different external magnetic field strengths after a resonant π pulse at t = 0, where
the electron g factor is set to the fixed value 0.555 and the inter-QD interaction
is neglected (Jij = 0). Thus, the dephasing arises solely from the nuclear spin
fluctuations. We include NI = 100 nuclear spins of the length I = 3/2 in the QD
and assume an averaged value gNµN/geµB = 1/800 [61, 62, 136]. Based on the
experimental data, we set T ∗

N = 3 ns [46, 47]. The envelope function of all curves
in Fig. 7.4 is given by Eq. (7.4). Thus, the dephasing time is independent of the
strength of the external magnetic field. Furthermore, we assume that T ∗

N is equal
for all QDs, such that this dephasing is not affected by the spectral width of the
laser pulse.

7.4 Dephasing due to the electron g-factor dispersion

As a second contribution, we study the dephasing induced by the inhomogeneity
of the electron g factors in the QD ensemble. Self-assembled QDs have random
positions on the sample as well as individual properties of each QD. In this case,
we are interested in the variation of the electron g factors g(i)e and the excitation
energies ε(i)T since they related to the dephasing behavior. The effective g factor in
the solid is directly connected to the excitation energy via the Roth-Lax-Zwergling
relation [69, 104, 109], so g(i)e and ε

(i)
T follow a correlated probability distribution.

We derive this distribution from the experimentally accessible data and employ the
result to determine the dependence of the dephasing time on the magnetic field
and the laser bandwidth. From the PL in Fig. 7.1(a), the distribution of excitation
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Figure 7.5: Combined distribution of the trion excitation energy ε(i)T and the elec-
tron g factor g(i)e . The excitation energy is Gaussian distributed ε(i)T ∼ N (εT,0, σεT )
(solid blue line) based on the experimental photoluminescence spectrum (cf.
Fig. 7.1(a)). The linear relation between the average g factor g(i)e and the trion
excitation energy ε

(i)
T is depicted as a black dashed line, see Eq. (7.8). The red

dots depict 5000 pairs (ε(i)T , g
(i)
e ) with g(i)e ∼ N (g

(i)
e , σg,0) generated randomly. The

plot is taken from Ref. [69].

energies ε(i)T can be obtained. It is approximately Gaussian,

p(ε
(i)
T ) =

1√
2πσ2εT

exp

(
−
(ε

(i)
T − εT,0)

2

2σ2εT

)
, (7.7)

with a mean value εT,0 = 1392.5 meV and a standard deviation σεT = 5.3 meV. For
spectrally narrow laser pulses, the average g factor can be determined for a fixed
excitation energy [104, 109]. This relation is approximately linear,

g(ε
(i)
T ) = mε

(i)
T + b , (7.8)

and is estimated below with the parameters m = −2.35 eV−1 and b = 3.83 [192].
Furthermore, we assume that the electron g factor g(i)e follows a Gaussian distribution
even at a fixed excitation energy,

p(g(i)e ) =
1√

2πσ2g,0

exp

(
−
(g

(i)
e − g(ε

(i)
T ))2

2σ2g,0

)
, (7.9)

with the excitation-dependent mean value g(ε(i)T ) and the intrinsic standard deviation
σg,0 = 0.005. Assuming that, for strong magnetic fields, the dephasing time is
dominated by the variation of the g factors, the parameter σg,0 = 0.005 is obtained
from the measurements in Fig. 7.2 for 6T. In Fig. 7.5, the distribution of ε(i)T and
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Figure 7.6: Dephasing due to the electron g-factor dispersion with A
(i)
k = 0,

Jij = 0, ∆E = 5 meV. The spin dynamics is depicted for three different external
magnetic fields. The dashed lines mark the Gaussian envelope functions with
standard deviation T ∗

g according to Eq. (7.10). The plot is taken from Ref. [69].

g
(i)
e is shown. By construction, the parameters ε(i)T and g(i)e follow a two-dimensional

Gaussian distribution, where ε(i)T and g
(i)
e are strongly correlated. In the numerical

calculations, NCNQD = 106 pairs (ε(i)T , g(i)e ) are generated and employed in the
simulation.

The dephasing of the electron spin after a pulse due to the g-factor variation is
shown in Fig. 7.6 for three different external magnetic fields. To isolate the effect of
the g factors, the hyperfine interaction and the inter-QD interactions are switched
off (A(i)

k = Jij = 0). The dephasing time decreases substantially for strong magnetic
fields. Since we neglect the interactions with other spins, the dephasing time can be
determined analytically. For a Gaussian distribution of the g factors, the dephasing
time,

T ∗
g =

1

σω
=

1

σgµBBext
, (7.10)

is the inverse of the frequency deviation σω and is directly related to the standard
deviation σg of the g factors. In particular, the dephasing time T ∗

g ∝ B−1
ext is inversely

proportional to the magnetic field strength. Fig. 7.7(a) shows a comparison of the
analytical expression, Eq. (7.10), to the numerical calculations, providing exact
agreement.

The dependence of the dephasing time on the laser bandwidth ∆E can be estimated
analytically as well, however, it follows a more complicated relation. A broadening
of the spectral width of the laser leads to a broadening of the contributing g factors
and thus to a reduction of the dephasing time. In Fig. 7.7(b), T ∗

g is shown as a
function of ∆E. For very large and very small bandwidths, the dephasing time T ∗

g

converges to two constant values. When ∆E is larger than the width of the PL, all
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Figure 7.7: Dependence of the electron g-factor induced dephasing time T ∗
g on (a)

the external magnetic field Bext and (b) the laser bandwidth ∆E. The data points
(blue triangles) are extracted from numerical calculations with the parameters
A

(i)
k = 0, Jij = 0, ∆E = 5 meV. The red line depicts the dependence according to

Eq. 7.16. The plots are taken from Ref. [69].

QDs contribute to the signal and T ∗
g is minimal. A further broadening of the pulse

spectrum has no additional effect since all QDs are excited already. If ∆E is very
narrow, the intrinsic broadening σg,0 produces the upper bound of T ∗

g . Between
these limiting cases T ∗

g depends on the bandwidth ∆E = 2
√
2 ln 2 σE , as well as on

the parameters m, σεT , and σg,0. The variance of the contributing g factors,

σ2g = σ2g,0 + σ2g∆ , (7.11)

is composed of two contributions: the intrinsic broadening σg,0 and the broadening
σg∆ due to the correlation between the excitation energy ε(i)T and the associated g

factor g(i)e . The broadening of the g factors,

σg∆ = |m|σεT∆ , (7.12)

is related to the broadening of the excitation energies σεT∆ contributing to the
signal via the slope m, cf. Eq. (7.8). To determine the standard deviation σεT∆ ,
we introduce the weight w(ε(i)T ). This weight captures the fraction that a certain
excitation energy ε(i)T contributes to the signal and consists of three components: (i)
the probability of finding a QD with the excitation energy ε(i)T , (ii) the efficiency of
the pump pulse that excites the QD, and (iii) the efficiency of the probe pulse that
reads out the QD. Thus, the weight has the form

w(ε
(i)
T ) ∝ p(ε

(i)
T )Ω̃2(ε

(i)
T )Ω̃2(ε

(i)
T ) , (7.13)

where p(ε(i)T ) is the distribution of excitation energies, and the efficiency of the pump
pulse and the probe pulse is given by Ω̃2(ε

(i)
T ). Formally, Ω̃(ε(i)T ) can be determined
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by the Fourier transform of the envelope function of the laser pulse Ω(t). Equation
(7.13) yields

w(ε
(i)
T ) ∝ exp

(
−
(ε

(i)
T − εT,0)

2

2σ2εT

)
exp

(
−
(ε

(i)
T − εT,0)

2

2σ2E

)4

= exp

(
−
(ε

(i)
T − εT,0)

2

2σ2εT∆

)
, (7.14)

with the total broadening

σ−2
εT∆

= σ−2
εT

+
(σE

2

)−2
. (7.15)

From the combination of Eqs. (7.10), (7.11),(7.12), and (7.15), we obtain

T ∗
g =

1

µBBext

√
σ2g,0 +m2(σ−2

εT + (σE
2 )−2)−1

, (7.16)

which is added as a red line in Fig. 7.7(b). The analytical expression, Eq. (7.16),
shows an excellent agreement with the numerical results. The dephasing time T ∗

g is
inverse proportional to the magnetic field. For the bandwidth, we find an inverse
proportionality only in the limiting case σεT � σE � σg,0. The dephasing produced
by the nuclear spin fluctuations and the g-factor dispersion are independent of each
other and additive in frequency space. Hence, the combined dephasing time can be
directly calculated,

(T ∗
tot)

−2 = (T ∗
N)

−2 +
(
T ∗
g

)−2
. (7.17)

7.5 Dephasing due to the inter quantum-dot
interactions

Finally, the influence of the inter-QD interactions on the dephasing will be investi-
gated. Including the electron spin-spin interaction, we obtain a complex many-body
problem, which makes an analytical approach more difficult. To understand the
generic behavior, we investigate the limiting cases of a large spectral width and
a low spectral width of the laser pulse in the following. While in the former case
almost all QDs are optically aligned, electron spins in most QDs are unpolarized in
the latter case. This difference has a significant impact on the dephasing time and
generates opposite effects as revealed in the following analysis.
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Spectrally narrow laser pulse

In the case of a laser pulse with a small bandwidth, only a few QDs are polarized
after the pulse. In particular, we assume that most QDs in the vicinity of a polarized
QD are unpolarized and contribute to the dynamics with a random noise term. In
Fig. 7.8(a), the dynamics of one of NQD = 10 QDs is shown, which is optically
resonantly excited at the time t = 0, while the other QDs remain unaffected by
the laser pulse. To illustrate the effect of the inter-QD interaction, nuclear spin
fluctuations and electron g-factor variations are neglected. We employ a generic
exponential distribution for Jij ,

p(Jij) =
1

J
exp

(
−Jij
J

)
, (7.18)

with a mean value J . In this scenario, each electron spin experiences a randomly fluc-
tuating magnetic field ~b(i)J =

∑
j Jij~s

(j) similarly to the Overhauser field. However,
~b
(i)
J is qualitatively different from the Overhauser field due to the external magnetic

field. Under the simplification that all electron spins have the same g factor, we
perform a transformation to a co-rotating coordinate system in which neither ~b(i)J

nor the electron spins precess. Thus, in the co-rotating coordinate system, the
analytic solution is

〈Sz(t)〉 =
S0
3

(
1 + 2

[
1− 2

t2

2T ∗2
J

]
exp

[
− t2

2T ∗2
J

])
(7.19)

with the dephasing time

T ∗
J =

√
6∑

j J
2
ijS

2
j

, (7.20)

where j is an index for the unpolarized QDs. Equation (7.19) describes the dynamics
in the co-rotating coordinate system and the envelope function of the dynamics in
the laboratory system (see Fig. 7.8(a)). The envelope function first drops to almost
zero on the time scale T ∗

J and then grows again to one-third of the initial value.
However, we expect that the regrowth is suppressed when additional dephasing
effects are taken into account. In Fig. 7.8(a), we display a Gaussian with the
standard deviation T ∗

J , which captures the initial decay in good approximation. The
factor

√
2 between the definitions of T ∗

N in Eq. (7.5) and T ∗
J in Eq. (7.20) arises

from the fact that the Overhauser field is almost frozen in the laboratory system
while ~b(i)J precesses around the external magnetic field. Thus, in the case of T ∗

N , only
the nuclear fluctuations along the x axis contribute to the dephasing while, in the
case of T ∗

J , the fluctuations of the electron spins in x and y direction are relevant.
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Figure 7.8: Dephasing due to the inter-QD interactions. (a) Numerical results
for the spin z component after a resonant π pulse at t = 0 with the parameters
A

(i)
k = 0, g(i)e = 0.555, J = 0.4 ns−1, and Bext = 1T. The envelope function (black

dashed line) is given by Eq. (7.19). The initial dephasing can be approximated by
a Gaussian envelope function (black solid line) with standard deviation T ∗

J . (b)
Toy model for strongly interacting QDs. Two QDs are excited by a resonant π
pulse at t = 0 with the parameters T ∗

N = 3 ns, g(i)e = 0.555, and Bext = 1T. The
dephasing time with a strong inter-QD interaction (J = 200 ns−1, red curve) is a
factor of

√
2 longer than the dephasing time without inter-QD interaction (J = 0,

blue curve).

Spectrally broad laser pulse

The second limit addressed analytically are laser pulses with large bandwidth. In
this situation, all QDs are resonantly excited by the π pulse and, thus, initially
oriented in the same direction. With respect to the semiclassical EOM, Eq. (4.32a),
this means that ~s(i) and ~b(i)J are parallel to each other, and the cross product vanishes.
Thus, one might assume that these QDs do not contribute to the dephasing time.
However, this does not imply that the inter-QD interaction does not affect the
dephasing time in this scenario. To demonstrate the effect, we focus on a minimal
model that consists of only two electron spins that are initially aligned in parallel
and strongly coupled to each other. This model is described by the Hamiltonian

H = J ~S(1)~S(2) +~b(1)~S(1) +~b(2)~S(2) , (7.21)

where ~b(i) is the frozen magnetic field,

~b(i) = ~b
(i)
ext +

~b
(i)
N . (7.22)

In the following, we show that, in the limiting case of a strong interaction J , the
spins jointly precess around the average magnetic field ~b+. This average field has
lower fluctuations than the individual fields so the dephasing time is extended.
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Transforming to the rotated coordinate system of the average field, ~b+ = (~b(1) +
~b(2))/2, we obtain the new Hamiltonian,

H ′ = J12
~̃S(1) ~̃S(2) +~b−(

~̃S(1) − ~̃S(2)) (7.23)

with the transformed spin operators ~̃S(i) and the deviating field ~b− = (~b(1) −~b(2))/2.
The classical equations of motion yield

∂t~̃s
(1) =

(
~b− + J~̃s(2)

)
× ~̃s(1) , (7.24a)

∂t~̃s
(2) =

(
−~b− + J~̃s(1)

)
× ~̃s(2) . (7.24b)

We assume that the spins initially are aligned in parallel, except for a small deviation
~β (|~β| � 1)

~̃s(1)(0) =
1

2

(
~ez + ~β

)
, (7.25a)

~̃s(2)(0) =
1

2

(
~ez − ~β

)
. (7.25b)

These relations are used as an initial condition in the EOM,

∂t~̃s
(1)(0) =

1

2

(
~b− × ~ez +~b− × ~β + J~ez × ~β

)
, (7.26a)

∂t~̃s
(2)(0) =

1

2

(
~ez ×~b− +~b− × ~β + J ~β × ~ez

)
, (7.26b)

to determine the time derivative. For the choice ~β =
~b−
J , the time derivative ∂t~̃s(i)(0)

disappears. Therefore, there is no dynamics in the rotated coordinate system while
the spins in the laboratory system precess about the averaged field ~b+. In the
limiting case J � |~b−|, |~β| vanishes. Consequently, the coupled parallel spins precess
jointly around the averaged field ~b+. The fields ~b(i) contributing to the average ~b+
are composed of different components and follow a probability distribution whose
fluctuations are summarized by σb = σb(1) = σb(2) . To determine the variance σ2b+ of
the average field ~b+, we apply the calculation rules for cumulants of a distribution,

σ2b+ =
1

4

(
σ2
b(1)

+ σ2
b(2)

)
=

1

2
σ2b

⇒ σb+ =
1√
2
σb .

(7.27)

The fluctuation scale σb+ of the averaged field ~b+ is thus by a factor of
√
2 smaller

than the fluctuation scale of the original fields ~b(i). When NQD QDs interact, this
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factor increases to
√
NQD. Hence, the dephasing time can be significantly increased

by the inter-QD interactions. The electron spin dynamics of the minimal model are
shown in Fig. 7.8(b).

Summarizing the results of both limiting cases, the inter-QD interactions have a
significant effect on the dephasing time. While unpolarized QDs constitute an
additional source of noise and produce a faster dephasing, optically aligned electron
spins stabilize each other. The number of polarized/unpolarized QDs is controlled by
the spectrum of the laser pulse. Interestingly, the effect of the inter-QD interactions
behaves exactly oppositely to the g-factor dispersion: While the g-factor dispersion
leads to a decreasing dephasing time when more QDs are excited, the inter-QD
interactions generate a stabilization of the electron spin polarization and increase the
dephasing time. In the following section, all effects on the dephasing are combined
to explain the nearly bandwidth-independent dephasing time in the experiment.

7.6 Total dephasing time

In the last three sections, we have investigated the three basic dephasing mechanisms
for electron spins in QDs as well as their dependence on the external magnetic
field and the spectral laser width. The Overhauser field fluctuations produce
an approximately constant dephasing time, which is independent of the external
magnetic field and the spectral width of the laser. In contrast, the dispersion of the
electron g factor leads to a dephasing time that significantly depends on the magnetic
field strength as well as the laser bandwidth. The inter-QD interactions can generate
both, a prolongation or shortening of the dephasing time, essentially depending
on the number of excited QDs and therefore the laser bandwidth. However, the
dependency is reversed in comparison to the dephasing induced by the g-factor
dispersion. In this section, we show that only the combination of all these effects
explains the experimental results. We employ the numerical cluster approach to
simulate the interacting QDs. Most model parameters can be extracted from the
literature and are referenced in the previous three sections. Only the interaction
strength of the inter-QD interactions remains an undetermined parameter which is
estimated to be in the order of µeV by Spatzek et al. [57].

In Fig. 7.9, the dephasing time is shown as a function of the laser bandwidth for
three different magnetic fields and different inter-QD interaction strengths. For very
small magnetic fields, Fig. 7.9(a), the dephasing time T ∗

tot is almost independent
of ∆E for J = 0 (dark blue curve). However, the g-factor dispersion leads to
a negative slope which is weak due to the small magnetic field. When adding
the inter-QD interactions, the slope of the curves changes from predominantly
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Figure 7.9: Dephasing time T ∗
tot as a function of the spectral width of the laser for

three different magnetic fields (a) 0.25 T, (b) 1 T, and (c) 6 T. All three dephasing
effects are included in the numerical calculation. The plot is taken from Ref. [69].

negative to predominantly positive, since the electron spins disturb each other at
low bandwidths and stabilize each other at large bandwidths. At 1T, Fig. 7.9(b),
the g-factor variation becomes much more relevant. Without inter-QD interactions
J = 0, a negative slope is observed. When more spins excited are by the laser, more
different g factors contribute to the signal and produce a faster dephasing. Again,
the inter-QD interactions lead to a reversed trend in the ∆E dependence. For a
strong magnetic field of 6T, the g-factor dispersion dominates clearly, see Fig. 7.9(c).
No significant effect is observed for interaction strengths up to J = 0.6ns−1, and
the curves coincide. Over the full magnetic field range, a good agreement with the
experimental data in Fig. 7.2 is obtained for J = 0.4ns−1.

In Fig. 7.10(a), the experimental data (x markers) are compared to the numerical
results for J = 0.4ns−1 (solid lines). The numerical and experimental results are in
good agreement. The discrepancy between the value J = 0.4ns−1 corresponding to
0.27µeV determined here and the 1µeV estimated in the experiment of Spatzek et
al. [57] can be easily understood. In our cluster model, we include 10 interacting
QDs, while Spatzek et al. employ an effective model with two spins. A rescaling
of

√
10× 0.27µeV ≈ 0.85µeV provides a good agreement within the measurement

accuracy.

As a further aspect, the magnetic field dependence is investigated in more detail. For
this purpose, the experimental results (x markers) and the numerical data (triangles)
for J = 0.4ns−1 are presented in Fig. 7.10(b). The dephasing time reduces in
both cases with increasing magnetic field, and the numerical and experimental
curves exhibit a similar curvature. The numerical values are, however, slightly
larger. It should be noted that the experimental data from Fig. 7.2 and Fig. 7.3
are not completely compatible. A possible explanation could be measurement
series at different positions of the sample. The numerical data deviates from a
B−1

ext dependence (grey curve), and similar to the experiments a fit proportional
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Figure 7.10: Comparison of the numerical results for J = 0.4 ns−1 with the
experimental measurements with adjusted power from Sec. 7.1 (x markers). (a)
Dephasing time T ∗

tot as a function of the spectral laser width ∆E. Results for
various external magnetic fields are depicted in different colors. (b) Dephasing
time as a function of the magnetic field Bext for a fixed bandwidth ∆E = 1.5 meV.
The data points of the numerical calculation (blue triangles) are compared to a
dependence ∝ B−1

ext (grey curve) and a dependence ∝ B−α
ext with α = 0.7 (blue

curve). The plots are taken from Ref. [69].

to B−α
ext provides the best agreement for α = 0.7. The deviation to a dependence

proportional to B−1
ext arises from the interplay of all three dephasing contributions.

While the g-factor dispersion alone would produce a B−1
ext behavior, the nuclear spin

fluctuations and the inter-QD interactions generate deviations.

7.7 Chapter conclusion

In this chapter, we have studied the influence of the inter-QD interactions on
the dephasing time. The investigation is based on pump-probe experiments, in
which the spectral width ∆E of the laser pulse is tailored. Naively, one would
expect a dependence of the dephasing time T ∗

tot ∝ ∆E−1 due to the electron g-factor
dispersion, but this was observed only for large magnetic fields. In contrast, for small
magnetic fields, the dephasing time is almost independent of the laser bandwidth.
We explain this phenomenon by a counterbalancing effect caused by the inter-QD
interactions. While the inter-QD interactions lead to additional noise at small
spectral widths, the spins stabilize each other for large spectral widths. We verify
this simplified picture, using a numerical cluster approach. In our simulation, we
include all relevant dephasing mechanisms that play a role on the time scale of a
few ns: the nuclear spin fluctuations, the g-factor inhomogeneity, and the inter-QD
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interactions. Both, the experimental magnetic field dependence and the spectral
width dependence, can be reproduced with good accuracy.
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Chapter 8

Cross-correlation spin-noise spectroscopy in
equilibrium

In the Chapters 6 and 7, the inter-QD interactions were investigated in pump-probe
experiments. In these experiments, the system is brought out of equilibrium by
pump pulses and is investigated with time resolution. Selecting different QD subsets
of the ensemble either by multi-color experiments or tailored pulse shapes, the
results are sensitive to inter-QD interactions. In the following, we address a different
class of experiments, namely spin-noise spectroscopy (see Sec. 2.3), where the
system remains in thermal equilibrium. The spin-noise spectrum provides detailed
information about the spin dynamics in QD ensembles and serves as a useful tool to
identify the relevant time and energy scales in QD ensembles due to their strong
optical response [60]. In addition to the conventional spin-noise spectroscopy, higher-
order correlation spectra gain interest recently due to the sensitivity to quantum
effects [84]. In this chapter, we focus on two-color spin-noise experiments, which were
first implemented on heterogeneous spin vapor [77] and provide a cross-correlation
spectrum that is sensitive to interactions between different spin species. The spin
cross-correlation spectrum has not been studied experimentally in QD ensembles
yet, though two-color spin-noise experiments were performed on QD ensembles to
investigate the homogeneous line width [120].

We introduce the autocorrelation and cross-correlation spectra in Secs. 8.1, 8.2, and
8.3. To benchmark the approach, we begin with the box-model approximation in
Secs. 8.4 and 8.5. We implement a two-QD reduction and compare the SCA to
an exact quantum mechanical calculation. To understand the generic behavior,
we investigate a toy model containing only two spins in Sec. 8.6. In Secs. 8.7 to
8.10, we employ a realistic set of parameters and study various impacts on the
cross-correlation spectrum, such as the hyperfine distribution, the quadrupolar
interactions, the external magnetic field, and the electron g-factor distribution.
Finally, in Sec. 8.11, we connect these results to recent experiments.

The results of this chapter have been published in Ref. [193]. The quantum mechan-
ical calculations in Sec. 8.5 were provided by Iris Kleinjohann.
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Chapter 8 Cross-correlation spin-noise spectroscopy in equilibrium

8.1 Autocorrelation function

In thermal equilibrium, the expectation values of observables without explicit time-
dependency are time-independent. To obtain information about the dynamics of
the spin system, it is necessary to either move the system out of equilibrium or
to examine temporal correlation functions. The former approach is pursued in
pump-probe setups, while the latter is exploited in spin-noise spectroscopy. We
start with the autocorrelation function of the electron spin z component,

C2(t) = 〈Sz(0)Sz(t)〉 . (8.1)

For a spin 1/2, quantum mechanics yields C2(0) = 1/4 independent of the density
operator due to the relation S2

z = (1/4)E. The naive approach for a semiclassi-
cal evaluation would be the replacement of the spin operator Sz by its classical
counterpart sz and an additional average over several configurations, specifically
〈S2

z 〉 = 〈〈s2z〉〉, with 〈〈...〉〉 denoting the configuration average. For a spin aligned in
x direction, we obtain s2z = 0 while a spin in z direction yields s2z = 1/4. Spins uni-
formly distributed on the Bloch sphere produce the expectation value 〈〈s2z〉〉 = 1/12,
which differs from the quantum mechanical result. Furthermore, the correlator
defined in Eq. (8.1) can be complex in general while a purely classical evaluation is
always real.

Alternative formulations of the SCA, based on a truncated Wigner approximation
[194], use spin vectors of the squared length s(s + 1) instead of s2. In this way,
the expectation value of 1/4 at t = 0 is restored. However, an imaginary part for
t 6= 0 cannot be covered by a purely classical treatment. We take a different route
and explicitly evaluate the correlation function employing spin-coherent states in
combination with basic spin algebra. We obtain an evaluation rule which exactly
preserves the quantum mechanical properties at the level of a single spin.

We first calculate C2 for a single spin 1/2 and generalize the results later on for general
spin systems. The most general time-dependent hermitian Hamiltonian for a single
spin 1/2 has 4 degrees of freedom and can be parameterized by H(t) = ~B(t)~S+E0(t)
with a classical time-dependent field ~B(t). The time-dependent energy offset E0(t)
only generates a global phase that is physically irrelevant. The time-evolution
operator is given by

U(t) = T exp
(
−i
∫ t

0
H(t′)dt′

)
= eiϕ(t) exp

(
−i ~α(t)~S

)
= eiϕ(t)R~α(t)

(8.2)
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8.1 Autocorrelation function

with the time-ordering operator T and the global phase ϕ(t). The time-evolution
operator U(t) is an element of the SU(2) and, therefore, characterizes a rotation
around an axis ~α ∈ R3 with the angle |~α| = α. The vector ~α can be extracted by
solving the time-ordered exponential function. We postpone the explicit calculation
of ~α(t) for the moment and use the rotation representation of the time-evolution
operator to evaluate the correlator C2 in respect to an initial spin-coherent state
|~s0〉,

〈~s0|Sz(0)Sz(t) |~s0〉 = 〈~s0|SzR−~α(t)SzR~α(t) |~s0〉

= 〈~s0| (~ez ~S)R−~α(t)(~ez ~S)R~α(t) |~s0〉 .
(8.3)

In the next step, we exploit the relation,

R−~α(~n~S)R~α = exp(−i ~α~S)(~n~S) exp(i ~α~S)
= exp(− [~α]×)~n

~S

= (R̃~α~n)~S

(8.4)

with the cross-product matrix [...]×, that translates a rotation R~α of the SU(2) to a
rotation R̃~α of the SO(3). This yields

〈~s0|Sz(0)Sz(t) |~s0〉 = 〈~s0| (~ez ~S)(R̃α(t)~ez ~S) |~s0〉 . (8.5)

By means of the basic relation SαSβ = (1/4)δαβ + (i/2)
∑

γ εαβγSγ for spin 1/2, we
obtain

(~n1~S)(~n2~S) =
1

4
(~n1~n2) +

i
2
(~n1 × ~n2)~S . (8.6)

Thus, the correlator is rewritten as

〈~s0|Sz(0)Sz(t) |~s0〉 = 〈~s0|
1

4
(~ezR̃α(t)~ez) +

i
2
(~ez × R̃α(t)~ez)~S |~s0〉

=
1

4
~ezR̃α(t)~ez +

i
2
(~ez × R̃α(t)~ez)~s0

=
1

4
~nz(0)~nz(t) +

i
2
(~nz(0), ~nz(t), ~s0)

(8.7)

with the triple product (~a,~b,~c) = (~a×~b)~c and the time-dependent vector ~nz(t) =
R̃α(t)~ez. Equation (8.7) can be interpreted as an alternative way to evaluate the
correlation function C2. In contrast to the naive approach, Eq. (8.7) yields C2(0) =
1/4 and allows for an imaginary part. We include this finding into the SCA by
identifying ~B(t) with the effective magnetic field ~beff(t) =

∂H̃(~s)
∂~s that acts on the
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Chapter 8 Cross-correlation spin-noise spectroscopy in equilibrium

spin ~S. Interestingly, we have to evaluate the effect of the magnetic field ~beff(t) on
the vector ~nz(t) rather than the initial state ~s0.

Finally, the rotation axis ~α has to be determined. Instead of calculating the rotation
matrix directly, we employ a more compact quaternionic representation. The
Pauli matrices {σ0, iσx, iσy, iσz} and the basic quaternions {1, i, k, l} share the same
algebra, namely i2 = l2 = k2 = −1 and ik = l, kl = i, li = k. Thus, unit quaternions
are isomorphic to the group SU(2). Due to the two-to-one homomorphism of the
SU(2) onto the SO(3), unit quaternions can be used to represent the SO(3) rotation
group. Summarizing the basic quaternions ~j = (i, k, l)T , any quaternion number
r = s + ~v~j can be separated into a scalar part s ∈ R and a vector part ~v ∈ R3.
Employing the quaternion algebra, the multiplication of two quaternions r1 and r2
yields

r1r2 = (s1 +~j~v1)(s2 +~j~v2)
= s1s2 − ~v1~v2 +~j(s1~v2 + s2~v1 − ~v1 × ~v2) .

(8.8)

A SO(3) rotation R̃α is represented by the unit quaternion

r~α = cos(α/2) + ~α

α
~j sin(α/2) . (8.9)

Since the SO(3) is covered twice in the SU(2), the quaternions r~α and −r~α represent
the same rotation. In the quaternionic representation, the rotated vector ~n′ = R̃α~n
is obtained by the rule

~j~n′ = r~α(~j~n)r−1
~α (8.10)

with the inverse r−1
~α = r∗~α/(r

∗
~αr~α). Consequently, two consecutive rotations r1 and

r2 are combined by a quaternion multiplication r = r1r2.

To calculate the time evolution of the rotation r, we first apply an infinitesimal
rotation r′ ≈ 1 +~beff~jdt to r by a quaternion multiplication,

r′r = (1 +~beff~j dt)(s+ ~v~j )

= s−~beff ~v dt+ (~v + s~beff dt+~b× ~v dt)~j,
(8.11)

which can be rewritten to the differential quotient

⇒ r′r − r

dt
= −~beff ~v + (s~beff +~beff × ~v)~j . (8.12)

For the scalar part s and the vector part ~v, we obtain the simple EOM,
∂ts = −~beff × ~v , (8.13a)

∂t~v = s~beff +~beff × ~v , (8.13b)
which have to be evaluated alongside the semiclassical EOM (4.32a) and (4.32b) for
the evaluation of the autocorrelation function.
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8.2 Cross-correlation function

8.2 Cross-correlation function

In addition to the autocorrelation function, the cross-correlation function is of
particular interest for studying interacting QDs. Both are temporal correlation
functions of the second order. We demonstrate that only the cross-correlation
function is suitable to obtain information about the inter-QD interactions. Cross-
correlation functions can be obtained in setups with two probe lasers with disjoint
spectra [77, 120]. Each probe laser yields a separate autocorrelation function,

C
(1)
2 (t) = 〈S(1)

z (0)S(1)
z (t)〉 , (8.14a)

C
(2)
2 (t) = 〈S(2)

z (0)S(2)
z (t)〉 , (8.14b)

whereby we consider a single representative QD per subensemble. A combined
measurement with both lasers provides the combined auto-correlation function,

C
(1+2)
2 (t) =

〈(
S(1)
z (0) + S(2)

z (0)
)(

S(1)
z (t) + S(2)

z (t)
)〉

= C
(1)
2 (t) + C

(2)
2 (t) + C

(×)
2 (t),

(8.15)

which consists of the sum of the individual autocorrelation functions and another con-
tribution C

(×)
2 (t). This additional contribution is identified as the cross-correlation

function,

C
(×)
2 (t) = 〈S(1)

z (0)S(2)
z (t)〉+ 〈S(2)

z (0)S(1)
z (t)〉 . (8.16)

In the case of uncorrelated QDs, the correlator 〈S(i)
z (0)S

(j)
z (t)〉 = 〈S(i)

z (0)〉 〈S(j)
z (t)〉

factorizes. Since we obtain 〈S(i)
z (t)〉 = 0 in the high-temperature limit, the cross-

correlation function yields a finite value only if there is an interaction between
the QDs. To generalize this property for finite temperatures and non-equilibrium
situations, it is instructive to introduce the cross-correlation cumulant,

K
(×)
2 (t) = 〈S(1)

z (0)S(2)
z (t)〉+ 〈S(2)

z (0)S(1)
z (t)〉

− 〈S(1)
z (0)〉 〈S(2)

z (t)〉 − 〈S(2)
z (0)〉 〈S(1)

z (t)〉 .
(8.17)

However, in this chapter, we restrict ourselves to the high-temperature limit, and
C

(×)
2 (t) = K

(×)
2 (t) holds.

In the SCA, only spin-coherent product states without entanglement are realized.
Accordingly, the correlator yields

〈~s(i)| 〈~s(j)| ~S(i)~S(j) |~s(i)〉 |~s(j)〉 = 〈~s(i)| ~S(i) |~s(i)〉 〈~s(j)| ~S(j) |~s(j)〉 . (8.18)
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Thus, the cross-correlation function,

C
(×)
2 (t) =

1

NC

∑
µ

s(1)z,µ(0)s
(2)
z,µ(t) + s(2)z,µ(0)s

(1)
z,µ(t) , (8.19)

can be trivially evaluated by an average over the classical configurations. While the
combined correlation function has already been studied by Smirnov et al. [195], spin
cross-correlations have not been investigated for QDs yet.

8.3 Correlation spectra

In the previous sections, the autocorrelation and cross-correlation functions were
introduced as temporal expectation values. In experiments, however, it is convenient
to study correlation functions in frequency space. We define the correlation spectra,

C̃
(α)
2 (ω) =

1

2π

∫ ∞

−∞
C

(α)
2 (t)e−iωtdt, (8.20)

as the Fourier transform of the temporal correlation functions. With this definition,
the inverse transformation is given by

C
(α)
2 (t) =

∫ ∞

−∞
C̃

(α)
2 (ω)eiωtdω. (8.21)

For numerical calculations, as well as in experiments, only a finite measurement time
Tm can be covered, which determines the resolution in frequency space. However,
our calculations reach long measurement times of Tm = 104T ∗ so that all relevant
effects are resolved.

The evaluation of Eq. (8.21) at t = 0 provides important properties of the correlation
spectra. Since trivially C(1)

2 (0) = C
(2)
2 (0) = 1/4 and C

(×)
2 (0) = 0 hold in the high-

temperature regime, the sum rules [77],∫ ∞

−∞
C̃

(1)
2 (ω)dω =

1

4
, (8.22a)∫ ∞

−∞
C̃

(2)
2 (ω)dω =

1

4
, (8.22b)∫ ∞

−∞
C̃

(×)
2 (ω)dω = 0 , (8.22c)

follow directly. The autocorrelation spectrum is non-negative and has a spectral
weight of 1/4. The cross-correlation spectrum has only non-zero contributions
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when the QDs interact. The sum rule, Eq. (8.22c), yields a total spectral weight of
zero. Therefore, for every positive contribution in the spectrum, there is a negative
counterpart. The sum rules provide important properties of the correlation spectra,
which are useful for the interpretation of the results in the following sections.

8.4 Reduction to an effective two quantum-dot system

To model a QD ensemble, we employ the Hamiltonian introduced in Eq. (3.14).
In the general form, the Hamiltonian accounts not only for a self-assembled QD
ensemble, but is also applicable to QD molecules [196], QD chains [197], and QD
super-lattices [198]. Here, the respective geometry of the problem is encoded in the
couplings Jij . To reduce the computational effort, we apply the two-QD reduction
introduced in Sec. 4.6. This system corresponds to the minimum number of QDs
required to study the basic properties of the cross-correlation function. To maintain
the correct physical results, we use the effective interaction strength Jfluc, Eq. (4.50).
In general, the results we obtained for the two-QD reduction are also valid for QD
molecules with two QDs.

To validate the quality of the effective two-QD model, we address the original
problem of a large QD ensemble to define the appropriate reference. We randomly
place NQD QDs on a square with periodic boundary conditions and edge length
L =

√
NQD × 100nm, see Sec. 4.6. This procedure reproduces the QD density of

n = (100 nm)−2 [57]. From the random positions ~Ri, we determine the interaction
strengths Jij = J(Rij) with Rij = |~Ri − ~Rj |. For the sake of simplicity, we choose
an exponential distance dependency,

J(Rij) = α exp
(
−Rij

ρ0

)
, (8.23)

with the characteristic length scale ρ0 = 20 nm of the interaction and the prefactor
α, which parameterizes the interaction strength.

For the simulation of a larger ensemble, we employ the box model limit A(i)
k = A0,

restricting ourselves to NI = 100 nuclear spins of the length I = 1/2. Hence, we
neglect quadrupolar interactions. Based on the experimental results [57, 69], we set
the overall interaction strength to

J̄ =
1

NQD

NQD∑
i=1

J
(i)
fluc =

1

T ∗ . (8.24)
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Figure 8.1: Validation of an effective two-QD model. The cross-correlation
spectrum C̃

(×)
2 of an effective two-QD model coincides with the cross-correlation

spectrum for different ensemble sizes. The figure is taken from Ref. [193].

Accordingly, the inter-QD interactions have the same order of magnitude as the
Overhauser field fluctuations.

In Fig. 8.1, the cross-correlation spectra for different numbers of QDs from NQD = 10
to NQD = 500 are presented as colored lines. To measure the cross-correlation
function in the ensemble, we divide the QDs into two subensembles and replace S(i)

z

in Eq. (8.19) by the averaged spin of the respective subensemble. We compare the
cross-correlation spectra for ensembles of different size in the absence of an external
magnetic field. In addition, the two-QD reduction is shown as a black dotted line,
for which we use exponentially distributed p(J), see Sec. 4.6. We postpone the
physical discussion of the curves to the following sections and notice, first of all, that
all curves agree very well. However, when the inter-QD interactions become larger
than the Overhauser field, deviations in the low-frequency spectrum are expected,
and a larger QD cluster has to be considered [195]. For the following investigations
in this chapter we stick to NQD = 2 QDs.

8.5 Correlation spectra in the box-model limit

First, we investigate the correlation spectra in a simplified parameter regime. This
allows for studying the generic behavior of the system, and at the same time enables
the comparison to an exact quantum mechanical approach (QMA). We employ
NQD = 2 QDs and switch off the external magnetic field. We retain the box-model
approximation, A(i)

k = A0, with NI = 100 nuclear spins of the length I = 1/2. As
a result of the box-model approximation, the commutator relation [(I

(i)
tot)

2,H] = 0

with the total nuclear spin ~I
(i)
tot =

∑
k
~I
(i)
k holds and the Hamiltonian splits into

blocks of fixed quantum numbers I(i)tot. These blocks are strongly degenerate. Thus,
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8.5 Correlation spectra in the box-model limit

Figure 8.2: Comparison of the autocorrelation spectrum of the SCA (left panels)
and the QMA (right panels). The upper panels, (a) and (b), depict the autocor-
relation spectrum for a fixed J ′ measured in units of 1/T ∗. The legend in panel
(a) applies to panel (b) as well. For a better presentation, the amplitude of the
blue curve in panel (b) is reduced by the factor 10−1. The lower panels, (c) and
(d), depict the autocorrelation spectrum as a function of the frequency ω and the
interaction strength J ′. The magnitude of the correlation function is color-coded
according to the legend on the right-hand side. The plots are taken from Ref. [193].

the number of states to be considered grows only quadratically and not exponentially
with NI [199]. As a consequence, the complexity of the problem reduces significantly.
The quality of the SCA can be benchmarked to the QMA in a regime with many
nuclear spins. To allow for a direct comparison between the SCA and the QMA,
we introduce the rescaled coupling constant J ′ =

√
3/(4 〈S2〉)J . Here, 〈S2〉 = 1/4

holds in the SCA, and 〈S2〉 = 3/4 holds in the QMA.

In Figs. 8.2(a) and 8.2(b), the autocorrelation spectra for three different interaction
strengths J ′ are shown for the SCA and the QMA, respectively. Without interaction
between the QDs, J ′ = 0, the QDs evolve independently of each other, and the
solution factorizes to a single QD problem. In the semiclassical case, see the blue
curve in Fig. 8.2(a), the result agrees with the FOA [37], see Sec. 4.7. The spectrum
exhibits two peaks. A delta peak is positioned at ω = 0, and a broader peak with
the width 1/T ∗ is placed at 1/T ∗. The delta peak corresponds to the non-decaying
component C2(t→ ∞), whereas the broader peak arises from the precession of the
electron spin around a normally distributed Overhauser field. While the spectrum in
the SCA is continuous, the QMA produces a Dirac comb whose envelope coincides
with the SCA. The peaks arise from the transitions between a finite number of
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Chapter 8 Cross-correlation spin-noise spectroscopy in equilibrium

states in quantum mechanics. In the box-model approximation, the energy levels
are strongly degenerate and have a separation of A0 ∝ 1/

√
NI , which approaches a

continuous spectrum for large NI . While for J ′ = 0 the total angular momentum
~F (i) =

∑
k
~I
(i)
k + ~S(i) of each individual QD is conserved, in the case of interacting

QDs (J ′ 6= 0) only the total angular momentum of the QD ensemble ~Ftot =
∑

i
~F (i)

is conserved. As a consequence, the degeneracy of the sharp peaks is lifted, and
the peaks fan out. The discrete spectrum in the QMA approaches the continuous
classical spectrum except for some noise.

For a better illustration, in Figs. 8.2(c) and 8.2(d) the autocorrelation spectrum C̃
(1)
2

as a function of ω and J ′ is shown as a color map. The curves from panels (a) and (b)
can be taken as horizontal cuts. While the generic behavior is essentially the same in
the SCA and the QMA, the major difference comes from the discretized spectrum in
the QMA. In both approaches, three qualitative effects can be recognized, which are
induced by the inter-QD interactions. First, the zero-frequency peak is broadened
when increasing J ′, since ~F (i) and, thus, the Overhauser field is no longer conserved.
Furthermore, there is an additional peak due to the inter-QD interactions at ω = J ′,
which splits off from the zero-frequency peak. In the color plot, this peak produces
a straight line starting in the origin. The third feature is a broadening of the
Overhauser field peak around 1/T ∗. The additional broadening arises from the fact
that the second electron spin serves as an additional noise source. In a simplified
picture, the coupled electron spin adds to the Overhauser field fluctuations as
another spin with the coupling constant J ′.

In Fig. 8.3, the cross-correlation spectrum C̃
(×)
2 is depicted for three fixed values

of J ′ in panels (a) and (b). Moreover, the cross-correlations as a function of J ′

and ω are presented in panel (c) for the SCA and in panel (d) for the QMA
as a color plot. In the color plots, strong correlations are shown in red, and
anticorrelations are indicated in blue. Without interactions between the QDs, the
QDs are uncorrelated, and the cross-correlations vanish. For non-zero interaction
strengths, cross-correlations emerge. According to the sum rule, Eq. (8.22c), the
spectrum has positive and negative contributions with equal integral weight. Except
for some noise due to the discrete nature of the spectrum, the QMA essentially
agrees with the SCA. The impact of the inter-QD interactions is best observed in
the color plots and can be summarized by the following effects. Due to the inter-QD
interactions, the zero-frequency peak splits into three parts: a positive delta peak
at ω = 0, anticorrelations near ω = 0, and a negative peak at ω = J ′. The latter
contribution is again reflected by a straight line in the color plot. Furthermore,
the Overhauser field fluctuations are represented by two broad peaks around 1/T ∗:
Positive correlations arise for smaller frequencies, and anticorrelations are observed
for larger frequencies. However, the features can overlap and cancel each other.
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8.6 Correlation functions in the frozen Overhauser field approximation

Figure 8.3: Comparison of the cross-correlation spectrum of the SCA (left panels)
and the QMA (right panels). The upper panels, (a) and (b), depict the cross-
correlation spectrum for a fixed coupling strength J ′ measured in units of 1/T ∗.
The legend in panel (a) applies to panel (b) as well. The lower panels, (c) and
(d), depict the cross-correlation spectrum as a function of the frequency ω and the
interaction strength J ′. The magnitude of the correlation function is color-coded
according to the legend on the right-hand side. The plots are taken from Ref. [193].

8.6 Correlation functions in the frozen Overhauser field
approximation

To explain the features of the cross-correlation spectrum in the previous section, we
exploit the separation of the electronic and nuclear time scales. On the time scale
of a few ns, the dynamics of the nuclear spins can be neglected, and the electron
spins precess around static Overhauser fields. We address the Hamiltonian

He = ~S(1)~b(1) + ~S(2)~b(2) + J ~S(1)~S(2) (8.25)

with the static fields ~b(i) = ~b
(i)
ext +

~b
(i)
N . It is useful to introduce the average field

~b+ = (~b(1) + ~b(2))/2 and the deviation field ~b− = (~b(1) − ~b(2))/2. Inserting these
definitions, the Hamiltonian reads

He = b+(S
(1)
z + S(2)

z ) +~b−(~S
(1) − ~S(2)) + J ~S(1)~S(2) , (8.26)

where we chose the quantization axis z along the direction of the average field. The
transformation U = exp(−ib+(S(1)

z + S
(2)
z )t) into the rotated coordinate system of
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Chapter 8 Cross-correlation spin-noise spectroscopy in equilibrium

the average field ~b+ yields

H ′ = ~b−(t)(~S
(1) − ~S(2)) + J ~S(1)~S(2)

≈ bz,−(S
(1)
z − S(2)

z ) + J ~S(1)~S(2) ,
(8.27)

where b+ vanishes and ~b−(t) becomes time dependent. We can split ~b−(t) =
bz,−~ez +~b⊥,−(t) into two parts: a time-independent part along the z axis and a fast
oscillating part ~b⊥,−(t) that we neglect. After transforming back, we obtain

He ≈ b+(S
(1)
z + S(2)

z ) + bz,−(S
(1)
z − S(2)

z ) + J ~S(1)~S(2). (8.28)

This Hamiltonian commutes with Sz = S
(1)
z + S

(2)
z , and all eigenenergies and

eigenstates can be determined algebraically. The eigenenergies read

ε1,2 =
J

4
± b+ , ε3,4 = −J

4
±
√
J2

4
+ (bz,−)2 , (8.29)

and the corresponding eigenstates are

|ε1,2〉 =
∣∣∣∣±1

2
,±1

2

〉
, (8.30a)

|ε3,4〉 = α

∣∣∣∣±1

2
,∓1

2

〉
±
√

1− α2

∣∣∣∣∓1

2
,±1

2

〉
(8.30b)

with the abbreviation

α =
1√
2

x√
1 + x2 −

√
1 + x2

and x =
J

2bz,−
. (8.31)

We note that the limit of a vanishing inter-QD interactions yields limx→0 α = 1, and
a strong inter-QD interaction produces limx→∞ α = 1√

2
.

We employ the analytic eigendecomposition to determine the correlation spectra in
the simplified model. The longitudinal correlation functions have the form,

〈S(1)
z (t)S(1)

z 〉 =1

4
+
α2(1− α2)

2
(cos(ω‖t)− 1) , (8.32a)

〈S(1)
z (t)S(2)

z 〉 =α
2(1− α2)

2
(1− cos(ω‖t)) , (8.32b)

with the longitudinal frequency

ω‖ =
√
J2 + 4b2z,− . (8.33)
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8.6 Correlation functions in the frozen Overhauser field approximation

Both, the autocorrelation function and the cross-correlation function, consist of a
constant part and an oscillating part. Consistent with the sum rules, Eq. (8.22a),
(8.22b) and (8.22c), both parts have a positive sign for the autocorrelation function
and an alternating sign for the cross-correlation function. Accordingly, the frequency
spectrum consists of two delta peaks at ω = 0 and ω = ω‖. For the transverse
components, we obtain

〈S(1)
x (t)S(1)

x 〉 =α
2

8

(
cos(ω++

⊥ t) + cos(ω−+
⊥ t)

)
+

1− α2

8

(
cos(ω+−

⊥ t) + cos(ω−−
⊥ t)

)
, (8.34a)

〈S(1)
x (t)S(2)

x 〉 =
√
α2(1− α2)

8
(− cos(ω++

⊥ t)− cos(ω−+
⊥ t)

+ cos(ω+−
⊥ t) + cos(ω−−

⊥ t)), (8.34b)

with the four frequencies

ω±+
⊥ = b+ ±

(
J

2
+

√
J2

4
+ b2z,−

)
, (8.35a)

ω±−
⊥ = b+ ±

(
J

2
−
√
J2

4
+ b2z,−

)
. (8.35b)

Due to the rotational symmetry around the z axis, the same result is obtained for
the y direction. For the limiting case J → 0, the cross-correlation functions are
consistently zero. For a better interpretation of the results, we have to bear in mind
that the longitudinal correlation function and transversal correlation functions are
chosen with respect to the average field ~b+ and not with respect to the external
magnetic field ~bext. This distinction becomes negligible in the case of a strong
external magnetic field. For zero external magnetic field, the field ~b+ corresponds to
the Overhauser field and is isotropically distributed in the high-temperature limit.
Accordingly, the contributions along x, y, and z axis mix with equal ratios. The
classical configuration average over the randomly distributed Overhauser field finally
yields a continuous spectrum.

For the calculation of the cross-correlation spectrum in Fig. 8.3, the external
magnetic field is absent. As a result, the spectrum consists equally of longitudinal
and transverse components. The longitudinal components produce the zero frequency
peak and the peak at ω‖ ≈ J ′. The transverse components generate the positive and
negative components around 1/T ∗. The negative components close to zero, which
correspond to very slow dynamics, are not included in the minimal model employed
here since the dynamics of the nuclear spins are neglected.
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Chapter 8 Cross-correlation spin-noise spectroscopy in equilibrium

8.7 Distribution of the coupling constants

We introduce the randomness of the coupling constants in the QD ensemble to
study the influence of hyperfine coupling constants, the nuclear-electric quadrupolar
interactions, the external magnetic field, and the distribution of the electron g
factors in the upcoming sections. We examine a system of NQD = 2 QDs with
NI = 100 nuclear spins each. This system represents either a QD ensemble in the
two-QD reduction or a QD molecule. The nuclear spins are assigned the length
I = 3/2 which coincides with Ga and As. For the hyperfine coupling distribution, we
assume a typical wave function of the electron spin and exploit that Ak ∝ |ψ(~rk)|2
holds. For a Gaussian wave function, ψ(~r) ∝ exp(−r2/(2L2)), and a flat 2D QD
with the characteristic length L, we obtain the probability distribution [118]

p(Ak) =
L2

R2

1

Ak
. (8.36)

Here, R > L is the cutoff radius and defines the smallest hyperfine constant Amin.
We use R = 2L and determine the maximum hyperfine constant Amax by the
condition, Eq. (3.4).

For the inter-QD interaction, we employ an exponential distribution with the mean
value J = 1/T ∗ (see Sec. 4.6). Finally, the effect of the quadrupolar interactions is
investigated. For this purpose, we adhere to the parameters introduced in Ref. [74].
We use uniformly distributed coupling constants q(i)k ∈ [0, 2q] with the mean value
q = 0.015(T ∗)−1, and the easy axes ~n(i)Q,k are uniformly distributed in a cone around
the growth axis ~ez with the apex angel θmax = 1.19. The biaxiality is set to
η = 0.5.

8.8 Effect of the nuclear-electric quadrupolar
interactions

In this section, we investigate the low-frequency spectrum, which is not correctly
accounted for in the FOA. For this part of the spectrum, the slow dynamics of
the nuclear spins are crucial, so that the distribution of the hyperfine coupling
constants and the nuclear quadrupolar interactions are relevant. In Fig. 8.4, various
correlation spectra are shown in the absence of an external magnetic field. As a
reference, in Fig. 8.4(a), the results for the box-model limit, A(i)

k = A0, are shown.
Figures. 8.4(b) and 8.4(c) take into account the distribution of A(i)

k . Moreover, in
Fig. 8.4(c), the quadrupolar interactions are added as well. The autocorrelation
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Figure 8.4: Comparison of the correlation spectra C̃
(1)
2 (red), C̃(1+2)

2 (gray),
C̃

(1)
2 + C

(2)
2 (black), and C̃

(×)
2 (violet) at Bext = 0. Panel (a) uses the box-model

approximation. In panels (b) and (c), the distribution in Eq. (8.36) is included.
The quadrupolar interactions are only included in panel (c). The cross-correlation
spectra C̃(×)

2 at low frequencies are enlarged in the insets. The plot is taken from
Ref. [193]

spectrum C̃
(1)
2 is always indicated in red, the combined spectrum C̃

(1+2)
2 in gray, the

summed spectrum C̃
(1)
2 + C̃

(2)
2 in black, and the cross-correlation spectrum C̃

(×)
2 in

violet. Since both QDs are modeled with the same properties, C̃(1)
2 = C̃

(2)
2 holds.

The autocorrelation function consists of two peaks at ω = 0 and ω = 1/T ∗. An
additional peak at ω = J as proposed in Sec. 8.5 is not visible, because the couplings
J are drawn from an exponential distribution, such that the associated peak is
washed out. The inter-QD interactions only generate a broadening of the spectrum.
Consequently, the autocorrelation spectrum does not provide any indication of
inter-QD interactions, since a broadening of the peaks can also be achieved result
from adjusted single QD parameters like T ∗. The distribution of the hyperfine
coupling constants is only relevant in the low-frequency spectrum and leads to a
slight broadening of the zero-frequency peak, see Fig. 8.4(b). The quadrupolar
interactions amplify this effect, see Fig. 8.4(c).

The summed and combined autocorrelation spectra exhibit the same features as
the autocorrelation function and differ only slightly. Their difference defines the
cross-correlation spectrum that is depicted as a violet curve. For the box-model
limit in Fig. 8.4(a), the low-frequency cross-correlation spectrum has a positive delta
peak at ω = 0 and strong anticorrelations for small ω. We assign the latter feature
to the slow dynamics of the nuclear spins. Again, the peak at ω = J is not visible,
due to the randomness of the coupling constants. The high-frequency spectrum
around ωT ∗ = 1 comprises positive correlations for ωT ∗ < 1 and anticorrelations
for ωT ∗ > 1. Again the distribution of hyperfine coupling constants, see Fig. 8.4(b),
only modifies the low-frequency spectrum. The zero-frequency peak is broadened in
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Chapter 8 Cross-correlation spin-noise spectroscopy in equilibrium

the cross-correlation spectrum, leading to a partial cancellation with the adjacent
anticorrelations, which are significantly attenuated. The quadrupolar interactions
further amplify this effect, so that the anticorrelations almost disappear at small
frequencies, see Fig. 8.4(c).

8.9 Effect of the electron g-factor variation

When a transverse magnetic field is applied, the electron spin starts to precess with
the Larmor frequency ωL = µBg0Bext around the external magnetic field axis. The
effective g factor of electrons in InGaAs QDs is about g0 = 0.55. The nuclear spins
are much less affected by the magnetic field due to the larger mass. For the ratio
of between the strengths of the nuclear and electron Zeeman term, we obtain the
average value g(i)N,kµN/g0µB ≈ 1/800 considering the different isotopes in InGaAs
[136]. For a sufficiently large magnetic field, the Larmor precession of the electron
spin becomes the dominant energy scale, leading to a shift of the correlation spectra
to larger frequencies. This shift can be already observed in the FOA, see Sec. 8.6.
For large magnetic fields, the dynamics induced by hyperfine interactions and the
quadrupolar interactions are suppressed. Instead, the distribution of the electron
g factors becomes relevant. The g factor of the electron spin correlates with the
excitation energy [69, 104, 109] following a nearly linear relation. In addition, the g
factors for a fixed excitation energy vary due to inhomogeneous growth conditions.

To illustrate both effects, we employ two g-factor distributions in the following. In
distribution I,

g(1)e = g0 ,

g(2)e = 1.015g0 ,
(8.37)

both QDs have different but fixed g factors. In distribution II,

g(1)e ∼ N (g0, 0.005) ,

g(2)e ∼ N (1.015g0, 0.005) ,
(8.38)

the g factors are additionally drawn from a normal distribution whose parameters
are based on experimental data [69, 104]. Figure 8.5 shows various correlation
spectra for the two distributions I and II at different external magnetic fields. For
distinguishing the correlation spectra, we stick to the same color coding as in
Fig. 8.4.

In Figs. 8.5(a) and 8.5(b) the spectra for a weak magnetic field corresponding to
the electron Larmor frequency ωL = 5/T ∗ (Bext = 100mT) are depicted. The

106



8.9 Effect of the electron g-factor variation

4 6

ωT ∗

0.0

0.1

0.2

S
N

S
p

ec
tr

u
m

(a)ωL = 5/T ∗

Dist.I

47.5 50.0 52.5

ωT ∗

0.0

0.1

0.2
(c)ωL = 50/T ∗

Dist.I

195 200 205

ωT ∗

0.0

0.1

0.2
(e)ωL = 200/T ∗

Dist.I

4 6

ωT ∗

0.0

0.1

0.2

S
N

S
p

ec
tr

u
m

(b)ωL = 5/T ∗

Dist.II

47.5 50.0 52.5

ωT ∗

0.0

0.1

0.2
(d)ωL = 50/T ∗

Dist.II

195 200 205

ωT ∗

0.0

0.1

0.2
(f)ωL = 200/T ∗

Dist.II

Figure 8.5: Comparison of the transversal correlation spectra C̃(1)
2 (red), C̃(2)

2

(blue), C̃(1+2)
2 (gray), C̃(1)

2 + C̃
(2)
2 (black) and C̃

(×)
2 (violet) for various external

magnetic fields as well as electron g-factor distributions. The upper panels employ
the distribution I, Eq. (8.37); the lower panels relate to the distribution II, Eq. (8.38).
The external magnetic fields correspond to ωL = 5/T ∗ (Bext = 100mT) in panels
(a) & (b), ωL = 50/T ∗ (Bext = 2T) in panels (c) & (d), and ωL = 200/T ∗

(Bext = 4T) in panels (e) & (f). The plot is taken from Ref. [193].

autocorrelation spectra C̃(i)
2 have a Gaussian shape and are centered around the

Larmor frequency. The width is given by the fluctuation scale 1/T ∗. Due to the weak
magnetic field, the g-factor distribution is almost irrelevant, since the energy scale
∆ω = BextµB(g

(1)
e − g

(2)
e ) is small compared to other energy scales of the system.

The cross-correlation spectrum is centered around ωL as well. It has positive and
negative components which can be understood by the results of the FOA. For the
transverse case, the four frequencies in Eqs. (8.35a) and (8.35b) are relevant. The
two inner frequencies ω±−

⊥ have a positive weight and are responsible for the positive
correlations at ωL, whereas the two outer frequencies ω±+

⊥ produce the anticorrelated
wings.

For a larger magnetic field of ωL = 50/T ∗ (Bext = 1T) the g-factor distribution
becomes relevant. For distribution I, see Fig. 8.5(c), the autocorrelation functions are
centered around the Larmor frequency ω(i)

L = µBg
(i)
e Bext of the respective QD. For

distribution II, see Fig. 8.5(d), the centers remain the same, but there is an additional
broadening due to the g-factor variation. The shape of the cross-correlation function
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is similar to the result for weaker magnetic fields: It is centered around the mean
Larmor frequency. Only the amplitude of the cross-correlation function decreases
due to the additional g-factor variation.

For very large magnetic fields, ωL = 200/T ∗ (Bext = 4T), see Figs. 8.5(e) and 8.5(f),
the autocorrelation functions separate, since the energy scale ∆ωL exceeds the
fluctuation scale 1/T ∗. This leads to a significant reduction of the amplitude of
the cross-correlation spectrum, since the prefactor α in Eq. (8.31) decreases. For
distribution II, there is an additional cancellation of the positive and negative
components. Hence, the cross-correlations almost completely vanish.

8.10 Correlation spectra in a longitudinal magnetic
field

Finally, the cross-correlation spectrum in the longitudinal magnetic field is examined.
According to the FOA, see Eq. (8.32b), contributions essentially appear at two
frequencies, ω = 0 and ω = ω‖. These contributions are not shifted to higher
frequencies by the external magnetic field. Thus, long-time effects, such as the
quadrupolar interactions, are relevant in a longitudinal field in contrast to the
transversal field. Furthermore, the electron g-factor distribution contributes to
the spectrum due to the non-zero magnetic field. In Fig. 8.6(a), the correlation
spectra for a weak magnetic field, ωL = 5/T ∗, are shown using the same color coding
as in the previous figures. The distribution of the hyperfine coupling constants,
the quadrupolar interactions, and the g-factor distribution II are included in the
dynamics. The autocorrelation spectra, red and blue, consist of a zero-frequency
peak broadened by the quadrupolar interactions and contributions at the Larmor
frequency due to the mixing with the transverse component at a weak magnetic field,
cf. Sec. 8.6. The cross-correlation spectrum consists of a positive delta peak at ω = 0
(not visible), and two negative peaks close to ω = 0 and at ω = J = 1/T ∗. We can
assign the positive peak at ω = 0 and the broad negative peak at ω = J to the two
frequencies in the solution of the FOA, Eq. (8.32b). The negative peak close to zero
is attributed to the slow nuclear spin dynamics. For strong inter-QD interactions, the
frequency ω‖ approximately coincides with the interaction strength of the inter-QD
interaction, ω‖ ≈ J . Therefore, the related peak in the cross-correlation spectrum
enables the study of the distribution p(J)

To reveal the effect of the quadrupolar interactions and the electron g factors,
the cross-correlation spectrum for larger magnetic fields is shown in Fig. 8.6(b),
ωL = 50/T ∗, and Fig. 8.6(c), ωL = 200/T ∗. We separate the individual effects by
examining the four possibilities of (i) quadrupolar interactions on or off and (ii)
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Figure 8.6: (a) Correlation spectra C̃(1)
2 (blue), C̃(2)

2 (red), C̃(1+2)
2 (gray), C̃(1)

2 +

C̃
(2)
2 (black), and C̃

(×)
2 (violet) in a longitudinal magnetic field corresponding to

ωL = 5/T ∗. (b) and (c) Cross-correlation spectrum C̃
(×)
2 for the four combinations

of: (i) quadrupolar interactions switched on and off and (ii) equal electron g factors
or g-factor distribution II (see Eq. (8.38)). The external magnetic field corresponds
to (b) ωL = 50/T ∗ and (c) ωL = 200/T ∗. The plot is taken from Ref. [193].

equal g factors or g-factor distribution II. The quadrupolar interactions are only
relevant for the low-frequencies. The additional nuclear spin dynamics induced by
quadrupolar interactions produce negative cross-correlations close to ω = 0 that are
absent without quadrupolar interactions. However, the quadrupolar interactions
are suppressed by the nuclear Zeeman effect [73], so that the peak is attenuated at
large magnetic fields. The distribution of the electron g factors does not affect the
shape of the cross-correlation spectrum but leads to a substantial reduction of the
amplitude, especially for large magnetic fields.

8.11 Connection to experiments

The autocorrelation spectrum or power spectrum has been experimentally extensively
studied [73]. It reveals the spin dynamics in equilibrium and provides information
about various interactions. However, our investigation shows that the autocorre-
lation spectrum is not sensitive to inter-QD interactions. Accordingly, theoretical
descriptions with independent QDs are sufficient [74, 118]. The inter-QD inter-
actions only produce a modification of the peak widths but do not change the
autocorrelation spectrum qualitatively. The modification of the peak widths can be
absorbed in a renormalized single-QD dephasing time T̃ ∗, so all previous studies are
compatible with an extension to interacting QDs. In contrast, the cross-correlation
spectrum has not been experimentally studied for QDs. There have been spin-noise
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Figure 8.7: Effect of the distribution p(J ′) on the cross-correlation spectrum in
a longitudinal magnetic field corresponding to ωL = 5/T ∗. (a) Cross-correlation
spectrum. The black dashed and dotted lines are exponential and Gaussian fits to
the cross-correlation spectrum. (b) Associated distributions p(J ′). The red curves
belong to a Gaussian distribution with the mean value J = 1/T ∗ and the standard
deviation σ = 0.3/T ∗. The blue curves belong to an exponential distribution with
the mean value J = 1/T ∗. The plot is taken from Ref. [193].

measurements, which measured C̃
(1)
2 , C̃(2)

2 , and C̃
(1+2)
2 for a QD ensemble in the

absence of an external magnetic field to determine the homogeneous linewidth of
a QD [120]. From these quantities, in principle, the cross-correlation spectrum
C̃

(×)
2 could be determined. In the investigated frequency range, C̃(×)

2 vanishes
within the measurement accuracy. This result agrees with our predictions since the
experiment focused on small frequencies at which the quadrupolar interactions lead
to substantial suppression of the spectrum.

Our studies suggest that there is a window at weak magnetic fields at which the
cross-correlation spectrum can be studied particularly well. In the absence of an
external magnetic field, the quadrupolar interactions suppress cross-correlations,
while in the presence of a very strong magnetic field, the electron g-factor variation
leads to the attenuation of cross-correlations. The cross-correlation spectrum is of
special interest in the presence of a longitudinal magnetic field since it provides
insight into the distribution of the inter-QD coupling constants in the QD ensemble.
In Fig. 8.7, the cross-correlation spectrum in a longitudinal magnetic field for two
different distributions p(J ′) is shown as an example. The cross-correlation spectrum
is depicted in Fig. 8.7(a) and the corresponding distributions p(J ′) are presented in
Fig. 8.7(b). For large frequencies, the cross-correlation spectrum and the distribution
p(J ′) coincide. This finding allows for obtaining additional information about the
microscopic interaction mechanism.
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Chapter 9

Higher-order cross-correlation spectra in
non-equilibrium

For potential applications in spintronics and quantum information processing, a
coherent manipulation of the qubits in the system is desired. For this purpose, we
investigate non-equilibrium spin states that arise from periodic laser pulse trains.
In pump-probe experiments, it was observed that the Overhauser field distribution
can be coherently manipulated [111]. Under periodic optical excitation, the spin
system synchronizes with the repetition rate of the pulses. The optically induced
non-equilibrium spin state remains stable for several minutes to hours, even if the
periodic excitation is switched off [47, 200]. This spin mode-locking effect is the
basis of many theoretical investigations [48, 62–64, 109, 176, 194, 200–202], that
consistently assume non-interacting QDs. In this chapter, we examine the effect
of periodic pulse sequences on interacting QDs. We show that the pulse train
imposes a strong correlation between the Overhauser fields of different QDs, which
is an interesting aspect in the generation of tailored non-equilibrium states. Since
only the electron spin dynamics are measurable in pump-probe experiments, the
Overhauser field correlations remain hidden in single-color pump-probe experiments.
We illustrate that the Overhauser field correlations can be measured indirectly via
cross-correlation functions, where the fourth-order cross bi-spectrum proves to be
particularly useful.

After establishing the model in Sec. 9.1, we address the mode-locking effect in a single
QD in Sec. 9.2 to provide a reference for the following investigations. Afterward, we
focus on interacting QDs and study the effect of the pulse sequence on second-order
correlation functions in Sec. 9.3. In Secs. 9.4 to 9.6, we examine the effect of the
pulse sequence on the Overhauser field distribution, and finally, in Sec. 9.7, we
investigate the cross-correlation bi-spectrum.

111



Chapter 9 Higher-order cross-correlation spectra in non-equilibrium

9.1 Model and methods

We investigate the influence of periodic pulse trains on interacting QDs. While
the electron spins precess in the external magnetic field of Bext = 1T on the time
scale of 100ps, the spin mode-locking effect emerges on the time scale of seconds
[47]. Accordingly, about ten orders of magnitude in time must be bridged in the
numerical simulation. Therefore, we restrict ourselves to the essential effects to
reach the periodically driven quasi-equilibrium state as close as possible.

We employ the Hamiltonian, Eq. (3.14), and take into account the external magnetic
field, the hyperfine interaction between the electron spin and the nuclear spins, as
well as the interaction between the QDs. Less relevant effects like nuclear-electric
quadrupolar or dipole-dipole interactions are neglected. We restrict ourselves to
NQD = 2 QDs, as the reduction to an effective two-QD model has proven to be
adequate in the previous chapters. The model either describes a QD molecule
consisting of two QDs or a QD ensemble for the case of weak inter-QD interactions.
We include NI = 100 nuclear spins with the length I = 3/2 in box-model approxi-
mation, which has the numerical advantage that all nuclear spins in the QD remain
synchronized and can be combined in a single vector ~i(i) =

∑
k
~i
(i)
k per QD. The

spins are subject to an external magnetic field in Voigt geometry with bext = 50/T ∗.
This field is equal for both QDs and corresponds to roughly 1T. For the evaluation
of the correlation functions, we employ the quaternion based approach, see Sec. 8.1.
The periodic optical excitation is modeled by instantaneous π pulses, and the trion
decay is captured by the quantum jump approach outlined in Sec. 5.5.

9.2 Nuclear-induced frequency-focusing for a single
quantum dot

The repetition time TR of a periodic pulse train is imprinted on the spin dynamics
of the driven system. In the case of a periodically pulsed QD, the synchronization
emerges in a two-stage process. The electron spin approaches its quasi-equilibrium
state on a time scale on which the dynamics of the nuclear spins can be considered
frozen. On a much longer time scale, the repetition rate of the laser pulses is
transferred to the nuclear spins via the hyperfine interaction. In this process, the
Overhauser field adjusts in such a way that the electron spin performs a (half-)integer
number of revolutions within a repetition period TR. This effect is called nuclear-
induced frequency-focusing (NIFF).

An analytical mechanism that explains the NIFF was presented by Glazov et al. [48].
The authors demonstrate that the averaged Knight field has a component in the
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9.2 Nuclear-induced frequency-focusing for a single quantum dot

magnetic field direction that oscillates with the nuclear Larmor frequency. This
component in turn drives the nuclear spins resonantly similar to the nuclear magnetic
resonance (NMR). Once the nuclear spins are aligned so that the electron spin
performs an integer number of revolutions during TR, the driving ends, and the
nuclear spins have reached their non-equilibrium steady state. This process generates
a comb-like structure of the Overhauser field distribution. In further numerical
investigations, half-integer modes of the electron spins have been found [61–63, 136].
In the following, we present a calculation inspired by Ref. [48] where we include the
relevant term that allows for half-integer spin precession modes as well.

First, we focus on a short time scale, on which the nuclear spins are considered
frozen, and determine the electronic steady state. After a pulse, the electron spin ~S
is subject to the sum ~b = b~n = ~bext +~bN of the external magnetic field ~bext = bext~ex
and the Overhauser field ~bN while the trion decays into the spin up state

∂t~S = ~b× ~S +
PT

2
~ez , (9.1a)

∂tPT = −γPT . (9.1b)

The repopulation of the spin-up state governed by the trion term PT ~ez/2 was
neglected in Ref. [48], which prevents the half-integer modes.

We apply a resonant π pulse whose effect is given by

~S+ =

(
S−
z

2
− 1

4

)
~ez , (9.2a)

P+
T = S−

z +
1

2
, (9.2b)

where ~S± and P±
T are the spin and trion components before (-) and after (+) the

pulse, and P−
T is assumed to be zero. The trion population and the spin components

before the next pulse are given by the time evolution,

~S− = (~n~c1)~n+ (~c1 − (~n~c1)~n) cos(bTR) + (~n× ~c1) sin(bTR) + ~c2 exp(−γTR) (9.3)

with the constants

~c1 = ~S+ − ~c2 , (9.4a)

~c2 = −
P+
T

2

1

γ2 + b2
(bz~b+ γ2~ez + γ~b× ~ez). (9.4b)

The electronic steady state are determined from a self-consistency equation obtained
by combining Eqs. (9.2a) to (9.4b). In the limit of a strong external field, γ � bext

113



Chapter 9 Higher-order cross-correlation spectra in non-equilibrium

and bN � bext, Eq. (9.3) reduces to S−
z = S+

z cos(bTR) revealing the electronic
steady state,

S+
z =

1

2 cos(bTR)− 4
, (9.5a)

P+
T =

cos(bTR)− 1

cos(bTR)− 2
. (9.5b)

The nuclear spins cannot follow the fast electron spin dynamics and are essentially
exposed to the Knight field averaged over one repetition period,

~S =
1

TR

∫ TR

0

~Sdt

= (~n~c1)~n+
~c1 − (~n~c1)~n

bTR
sin(bTR) +

~n× ~c1
bTR

(1− cos(bTR))

+
~c2
γTR

(1− exp(−γTR)) .

(9.6)

We determine the averaged electron spin ~S in the leading order of bext � bN ,

~S =

 S+
z

bN,z

b

− S+
z

bTR

γ
b (cos(bTR)− 1)

(
sin(bTR) + γ

b (1− cos(bTR))
)

S+
z

bTR

(
sin(bTR) + γ

b (cos(bTR)− 1)
(γ
b sin(bTR) + cos(bTR)

))
 . (9.7)

While Sy and Sz are approximately constant, Sx is proportional to

bN,z ≈ A0I⊥ cos(zbextt+ ϕ) (9.8)

with I⊥ =
√
I2 − I2x and, thus, oscillates with the nuclear Larmor frequency zbext.

For the nuclear spins, we have the situation typical for NMR [48] with the constant
field

~bconst =

zbext
A0Sy

A0Sz

 (9.9)

and the driving field

~bNMR =

A0S
+
z

bN,z

b
0
0

 . (9.10)
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9.2 Nuclear-induced frequency-focusing for a single quantum dot

As the averaged Knight field A0S is much weaker than the external magnetic
field zbext, the constant field ~bconst and the driving field ~bNMR are almost parallel.
However, for the dynamical formation of a nuclear spin polarization in x direction,
only the driving field perpendicular to the constant field contributes. As the driving
field is aligned in the x direction, it is crucial that the constant field is tilted off the
x axis.

To calculate the driving rate of the Overhauser field bN,x, we follow the general
theory of NMR [48]. The driving NMR field A0Sx(t) produces a shift of the averaged
component Iz. In the leading order of A0, we obtain [48]

Iz ≈ −
A2

0I
2
⊥S

+
z

2zb2
, (9.11)

while Iy = 0 vanishes caused by Sx(t) ∝ bN,z. For the rate of the dynamic nuclear
polarization, we employ the established NMR expression [48],

∂tIx = A0SyIz −A0SzIy

= −
A3

0I
2
⊥S

+
z Sy

2zb2
,

(9.12)

and, therefore, the Overhauser field obeys

∂tbN,x = A0∂tIx

= −
A4

0I
2
⊥S

+
z Sy

2zb2
.

(9.13)

The rate, Eq. (9.13), determines how fast the Overhauser field is driven. First, the
rate exhibits a dependence ∝ b−2, which agrees with the results of Refs. [63, 136].
Second, assuming that I⊥ ∝

√
NI , the rate scales with A4

0NI = A2
0(T

∗)−2, which
matches the observation of Ref. [62]. Whenever Sy vanishes, the dynamics of Ix
freeze. The condition Sy = 0 yields

bTR = 2nπ ∨ bTR = 2nπ + 2 tan−1

(
b

γ

)
(9.14)

b�γ⇒ bTR = nπ (9.15)

with n ∈ Z in agreement with Ref. [62]. The resonance condition contains both,
integer and half-integer numbers of revolutions of the electron spin in the interval
TR. If the resonance condition, Eq. (9.14), is fulfilled, the driving field ~bNMR does
not vanish, but becomes parallel to ~bconst.

In Fig. 9.1, numerical results of the electron and nuclear spin dynamics during a
periodic pulse train are presented. We focus on a single QD NQD = 1, and all
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Figure 9.1: Spin dynamics induced by a periodic pulse train. (a) Electron spin
dynamics after the incidence of NP laser pulses. (b) Overhauser field distribution
(OHD) after NP pulses. For illustration, the OHD p(bN,x) is divided by its
maximum value pmax. Both panels employ the same color code.

other parameters comply with Sec. 9.1. The pulse train consists of σ+ polarized
pulses with the repetition time TR = 13.2T ∗. Figure 9.1(a) depicts the electron spin
dynamics between two consecutive pulses. While the spin polarization dephases on
the time scale T ∗ after the first pulse, the electronic steady state leads to a revival of
the spin polarization directly before the next pulse already after NP = 10 pulses.

To study the effect of optical excitation on the nuclear spins, we examine the
Overhauser field distribution (OHD) p(bN,x), which we obtain by processing the
Overhauser fields bµN,x of each classical configuration µ in a histogram. The results
are depicted in Fig. 9.1(b). The OHD is initially Gaussian distributed due to the
central limit theorem and retains this shape after NP = 10 pulses due to the slow
nuclear dynamics. After about NP = 103 pulses, peaks are formed in the OHD
due to the resonance condition, Eq. (9.14). The sharp peaks correspond to an
integer number of electron spin revolutions, and the broader peaks are related to a
half-integer number of electron spin revolutions. In the regime investigated here,
the integer modes become more pronounced during the pulse sequence, while the
half-integer modes deplete. For NP = 105, almost only integer modes are favored.
The comb-like OHD leads to commensurate electron spin precession frequencies,
which strongly amplify the electron spin revival.

9.3 Breaking time-translation invariance

We continue with the dynamics of two interacting QDs. Both QDs are excited
with σ+ polarized pulses at the times nTR with n ∈ N0 and TR = 13.2T ∗. This
corresponds to a situation where the spectral width of the laser is large enough to
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9.3 Breaking time-translation invariance

Figure 9.2: Real part of the autocorrelation function between two consecutive
pulses as a function of the times t1 and t2. The upper panels display the results
after the first pulse, and the lower panels are obtained after a pulse sequence
of NP = 105 pulses. The panels (a) and (d) depict the autocorrelation function
<C(1)

2 (t1, t2), the panels (b) and (e) the factorization 〈S(1)
z (t1)〉 〈S(1)

z (t2)〉 and the
panels (c) and (f) the cumulant <K(1)

2 (t1, t2).

resonantly excite both QDs simultaneously. The mean interaction strength J = T ∗

is chosen in the order of magnitude of the Overhauser field fluctuations.

We study second-order correlation functions of the type 〈S(i)
z (t1)S

(j)
z (t2)〉 as they can

be extracted from spin-noise spectroscopy. For i = j, we recover the conventional
second-order autocorrelation function C

(i)
2 . For i 6= j, we obtain the second-order

cross-correlation function C
(×)
2 . In equilibrium, these correlation functions depend

only on the time difference ∆t = t2 − t1 due to the time-translation invariance.
However, optical excitation breaks the time-translation invariance, and the correlator
may depend non-trivially on both times. Since the autocorrelation function C

(i)
2 is

complex in general, we first address the experimentally accessible real part,

<C(1)
2 =

1

2

[
C

(1)
2 +

(
C

(1)
2

)†]
. (9.16)

In Fig. 9.2, the symmetrized correlator <C(1)
2 , the direct product 〈S(1)

z (t1)〉 〈S(1)
z (t2)〉,

and the cumulant <K(1)
2 are shown as a function of t1 and t2. The upper panels

depict the dynamics after the first pulse, and the lower panels after a sequence
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Chapter 9 Higher-order cross-correlation spectra in non-equilibrium

Figure 9.3: Imaginary part of the auto-correlation function =C2(t1, t2) as a
function of the times t1 and t2, (a) after a single pulse at t = 0 and (b) after a
pulse sequence of NP = 105 pulses.

of NP = 105 pulses. We note that the factorization 〈S(1)
z (t1)〉 〈S(1)

z (t2)〉 contains
information, which can be extracted from regular pump-probe measurements.

The correlator <C(1)
2 in Fig. 9.2(a) is pronounced around the diagonal t1 = t2. When

the deviation ∆t exceeds the dephasing time T ∗, the amplitude of <C(1)
2 decreases

significantly. The fast oscillations, see the inset, arise from the electron Larmor
precession in the external magnetic field. Independent of the pulse incidence, <C2

depends solely on the difference ∆t. In the factorization, see Fig. 9.2(b), the pulse
at t = 0 is clearly visible. The signal reduces once the average time t = (t1− t2)/2 is
large compared to T ∗. In addition, the oscillation, see the inset, depend explicitly on
t1 and t2, and not only on ∆t. The cumulant <K(1)

2 , see Fig. 9.2(c), is translational
invariant for large times t while the time-translation invariance is broken for times t
close to the incidence time of the pulse.

During a long pulse sequence, <C2 remains unchanged, see Fig. 9.2(d). In the
factorization 〈S(1)

z (t1)〉 〈S(1)
z (t2)〉, however, additional revivals form for t1/T ∗ ≈

13.2 or t2/T ∗ ≈ 13.2, see the corners of Fig. 9.2(e). The cumulant <K(1)
2 , see

Fig. 9.2(f), essentially constitutes a combination of both the autocorrelator and the
factorization.

From a theoretical perspective, it is also interesting to study the imaginary part
of the correlator. Although it is not experimentally accessible, it acquires a non-
zero value due to the broken spin-inversion symmetry. While the imaginary part
would disappear in a conventional semiclassical evaluation of the autocorrelation
function, the quaternion-based method, Eq. (8.7), enables access to the imaginary
part. The imaginary part =〈S(i)

z (ti)〉 is trivially zero, since S(i)
z is hermitian. Thus,

the factorization =[〈S(i)
z (t1)〉 〈S(i)

z (t2)〉] = 0 vanishes, and =C(i)
2 = =K(i)

2 holds.
Consequently, we restrict ourselves to the presentation of =C(1)

2 in Fig. 9.3. In
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9.3 Breaking time-translation invariance

Figure 9.4: Cross-correlation function between two consecutive pump pulses as
a function of the times t1 and t2. The upper panels display the result after a
single pulse at t = 0, and the lower panels are obtained after a pulse sequence
of NP = 105 pulses. The panels (a) and (d) depict the cross-correlation function
C

(×)
2 (t1, t2), the panels (b) and (e) the factorization 〈S(1)

z (t1)〉 〈S(2)
z (t2)〉, and the

panels (c) and (f) the cumulant K(×)
2 (t1, t2).

Fig. 9.3(a), the imaginary part of C(i)
2 is shown after the first pulse. By definition,

=C(1)
2 vanishes for t1 = t2. Moreover, =C(1)

2 vanishes if t1 or t2 equals zero since an
imaginary part only builds up after the pulse when the spin-inversion symmetry is
broken. After a long pulse sequence, see Fig. 9.3(b), revivals at (t1, t2) = (0, 13.2T ∗)
and (t1, t2) = (13.2T ∗, 0) appear.

For the investigation of interacting QDs, the cross-correlation function is of special
interest. The cross-correlator C(×)

2 is purely real within the SCA due to the neglec-
tion of quantum entanglement between different spins. Specifically, the evaluation of
Eq. (8.19) with spin-coherent product states yields a zero imaginary part. Figure 9.4
shows the cross-correlator C(×)

2 , the factorization 〈S(1)
z (t1)〉 〈S(2)

z (t2)〉, and the cu-
mulant K(×)

2 . The upper panels present the correlators after the first pulse, and
the lower panels present the correlators after a pulse sequence of NP = 105 pulses.
In our simulations, there are at least two effects that generate cross-correlations.
First, the inter-QD interactions produce cross-correlations, as discussed in Chapter 8.
Second, cross-correlations are induced by the pulses. Since the pulses align both
electron spins in parallel at the same time, cross-correlations are generated even
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Chapter 9 Higher-order cross-correlation spectra in non-equilibrium

without inter-QD interactions.

We start with an analysis of the cross-correlations after a single laser pulse. Fig-
ure 9.4(a) depicts the cross-correlator C(×)

2 which mostly exhibits non-zero contri-
butions on the diagonal, t1 ≈ t2. The pulse breaks the time-translational invariance
near ti ≈ 0 while the time-translational invariance is recovered for larger time scales,
see the insets. Splitting C(×)

2 into the factorization and the cumulant allows separat-
ing the two origins for cross-correlations. The factorization, see Fig. 9.4(b), solely
contains the cross-correlations generated by the pulses. These cross-correlations
remain even if the inter-QD interaction is switched off, J = 0 (not shown here). In
contrast, the cumulant K(×)

2 , see Fig. 9.4(c), contains correlations that build up
over time by the inter-QD interactions. These correlations vanish after the pulse
incidence t1 = t2 = 0, K(×)

2 (0, 0) = 0, since the electron spins are realigned by the
laser pulses. If the QDs are non-interacting, the cross-correlator C(×)

2 factorizes and
K

(×)
2 = 0 vanishes at all times by construction.

A longer pulse train strongly modifies the cross-correlation functions. The factoriza-
tion after the pulse train, see Fig. 9.4(e), exhibits additional revivals directly before
the next pulse, i.e., at t1 = 13.2T ∗ and t2 = 13.2T ∗. Moreover, the cross-correlator
and the cumulant, see Figs. 9.4(d) and 9.4(f), acquire additional antidiagonal contri-
butions at times t1 + t2 ≈ 13.2T ∗. These cross-correlations arise from the imprint
of the repetition time TR on the dynamics of the spins. We attribute this effect to
the emergence of correlations between the nuclear spins of different QDs induced by
the long pulse sequence.

9.4 Emergence of correlated Overhauser fields

The periodic pulse sequence leads to a synchronization of the spin dynamics with the
pumping periodicity. A comb-like structure of the OHD emerges, which is preserved
in experiments for minutes to hours after the driving laser field is switched off. In
this section, we investigate the influence of inter-QD interactions on the OHD. For
this purpose, we examine the combined OHD p(b

(1)
N,x, b

(2)
N,x) obtained by processing

the pairs (b
(1)
N,x, b

(2)
N,x)µ of all configurations µ into a two-dimensional histogram.

The combined OHD is a probability density and is proportional to the probability
that the system simultaneously adopts the Overhauser field b

(1)
N,x in QD 1 and the

Overhauser field b
(2)
N,x in QD 2.

In Fig. 9.5, the combined OHD for pulse sequences with different numbers NP of
pulses is depicted. We choose a fixed inter-QD interaction strength J = 0.1T ∗ that is
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9.4 Emergence of correlated Overhauser fields

Figure 9.5: Combined OHD p(b
(1)
N,x, b

(2)
N,x) of two optically driven QDs (NQD = 2,

J = 0.1/T ∗, bext = 50.5/T ∗, TR = 2πT ∗) after various numbers of pulses in the
range from (a) NP = 1 to (f) NP = 5× 105.

weaker than the fluctuation scale of the Overhauser field. The fixed value of J allows
for a comprehensive study of the dependence on the inter-QD interaction strength
in Sec. 9.6. We apply a pulse sequence with the repetition period TR = 2πT ∗, which
corresponds to roughly 6 ns, and set the external magnetic field to bext = 50.5/T ∗.
For this setting, two integer modes of the electron spin precession are covered
by the initial Gaussian OHD depicted in Fig. 9.5(a). Both QDs are uncorrelated
in a high-temperature regime and follow a Gaussian distribution independently.
Synchronized by the effect of the pulse sequence, after NP = 2×103 pulses, a lattice
structure evolves in the OHD, see Fig. 9.5(b). The integer modes are located at
b
(i)
N,x = (0.5 + n)/T ∗ and the half-integer modes at b(i)N,x = n/T ∗ with n ∈ Z. The

integer peaks are much sharper than the half-integer peaks since there is no trion
decay involved for integer resonances. When the combined OHD can be represented
as a product of the individual OHDs, no relevant correlation between the Overhauser
fields has formed. A longer simulation time with an increasing number of pulses
results in two main effects: First, the half-integer resonances become less pronounced
while the integer resonances sharpen. Second, the Overhauser fields of the two QDs
begin to correlate. After NP = 5× 105 pulses, each electron spin favors one of the
two possible integer modes. However, the two electron spins do not favor the same
precession mode. Thus, the OHDs of the two QDs are strongly anticorrelated.
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9.5 Mode repulsion

In the previous section, the repetition time TR was set to allow for two integer
resonances within the Gaussian envelope of the OHD. A variation of TR efficiently
adjusts the number of possible modes. In Fig. 9.6, the combined OHD after NP =
5× 105 pulses for different repetition times TR is presented. Here, TR/T ∗ = 4π ≈ 13
roughly corresponds to the experimentally relevant repetition rate of 76MHz. When
increasing the repetition time, the peaks of the OHD move closer to each other.
The combined OHD forms a lattice-like structure, where the peaks on the diagonal
b
(1)
N,x = b

(2)
N,x are vacated. Therefore, the electron spin precession obeys the resonance

condition, Eq. (9.14), but the weights of the OHD redistribute in such a way that
two electron spins do not precess with the same frequency.

To understand this mode repulsion, we recapitulate how resonances emerge in a single
QD, see Sec. (9.2). The nuclear spins are subject to an averaged Knight field with
two components: a resonant driving field in the external magnetic field direction and
a constant field perpendicular to the external magnetic field. Whenever a resonance
condition is met, the transversal constant field disappears, and the driving stops. In
the following, we suggest that this mechanism is bypassed when both QDs share the
same electron spin precession mode. If both electron spins precess with the same
frequency, we can transform to a common rotated coordinate system in which the
magnetic field bext + bN,x, acting on both electron spins, vanishes. Therefore, we
employ the analytical solution for the dynamics of two interacting electron spins, see
Sec. 6.2. The inter-QD interaction causes an out-of-plane rotation of the electron
spin which transfers the spin x component to the (yz) plane. This electron spin
rotation generates a driving field perpendicular to the external magnetic field acting
on the nuclear spins, which leads to a continuous driving that does not stop at the
resonance condition. As a consequence, the nuclear spins are driven out of the shared

Figure 9.6: Combined OHD p(b
(1)
N,x, b

(2)
N,x) of two periodically driven QDs (NQD =

2, J = 0.1/T ∗, bext = 50/T ∗, NP = 5× 105) for various repetition times TR.
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9.5 Mode repulsion

Figure 9.7: Combined OHD p(b
(1)
N,x, b

(2)
N,x) of three optically driven QDs (NQD = 3,

J = 0.1/T ∗, NP = 5× 105) for two different combinations of the repetition time
and the external magnetic field, (a) TR = 2πT ∗ and bext = 50.5/T ∗ as well as (b)
TR = 3πT ∗ and bext = 50/T ∗.

mode. On the other hand, if the two QDs satisfy different resonance conditions, no
common rotated coordinate system exists and the out-of-plane rotation is suppressed
for J � ∆ω with the mode distance ∆ω. This mechanism is independent of the sign
of J . Accordingly, we would obtain the same results in Fig. 9.6 if we set J → −J
(not shown here).

Investigating a QD ensemble, the question about a generalization for NQD > 2
arises. Due to computational constraints, we restrict ourselves to NQD = 3 QDs
and set Jij = 0.1(T ∗)−1 such that all three QDs are coupled to each other. All
QDS are excited by the σ+ polarized laser pulse at times nTR. In Fig. 9.7(a), we
present the combined OHD for a repetition period of TR = 2πT ∗ that produces two
integer resonances within the initial Gaussian OHD. This choice of TR generates a
geometric frustration as the three electron spins have to share two integer modes. As
a consequence, almost no correlation is formed in the combined OHD. Furthermore,
the half-integer modes are favored more strongly in comparison to the case without
frustration, see Fig. 9.5(f). In Fig. 9.7(b), the combined OHD is shown for a
repetition period of TR = 3πT ∗ that enables three integer resonances. Hence, the
number of coupled QDs and the number of integer modes coincide. Due to the
finite number of pulses, the OHD has not yet reached the quasi-stationary steady
state. However, the distribution reveals already that the occupation of a common
mode is strongly suppressed. We expect that when the number of coupled QDs
increases, the number of pulses required to reach the quasi-stationary steady state
increases as well. For a large number of QDs, we predict that the mode repulsion
enables the generation of dynamic spin phases. However, the study of this intricate
situation is beyond the scope of this thesis. For the following investigations, we
restrict ourselves to NQD = 2 QDs again.
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Chapter 9 Higher-order cross-correlation spectra in non-equilibrium

9.6 Influence of the inter quantum-dot coupling
strength

We continue with the investigation of the influence of the inter-QD interaction
strength J . In Fig. 9.8, the combined OHD after NP = 5 × 105 pulses with the
repetition period TR = 2πT ∗ is displayed. We identify three regimes depending
on the interaction strength. For very weak inter-QD interactions, see Figs. 9.8(a)
and 9.8(b), the QDs evolve almost independent of each other. Each QD forms its
own OHD with the resonances determined by Eq. (9.14). The combined OHD thus
factorizes into a product of the single-QD OHDs, p(b(1)N,x, b

(2)
N,x) ≈ p(b

(1)
N,x)p(b

(2)
N,x). For

intermediate J , see Figs. 9.8(c) and 9.8(d), the peaks still satisfy the single-QD
resonance condition, Eq. (9.14). However, the weights are redistributed in such a
way that the Overhauser fields become correlated, and the electron spins do not
precess with the same frequency. We note that the OHDs p(b(i)N,x) of a single QD
would not reflect the correlations in this parameter regime of J . For strong J , see
Figs. 9.8(e) and 9.8(f), the inter-QD interaction becomes predominant, and the OHD
changes significantly. The two electron spins are parallelly aligned by the laser pulses.
Afterward, the strongly coupled spins precess around the average Overhauser field,

Figure 9.8: Combined OHD p(b
(1)
N,x, b

(2)
N,x) of two periodically driven QDs (NQD =

2, bext = 50.5/T ∗, TR = 2πT ∗, NP = 5× 105) for various interaction strengths J .
Both QDs are excited by σ+ polarized pulses at times t = nTR with n ∈ N0.
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9.7 Cross-correlation bi-spectrum

Figure 9.9: Combined OHD p(b
(1)
N,x, b

(2)
N,x) of two periodically driven QDs (NQD =

2, bext = 50.5/T ∗, TR = 2πT ∗, NP = 5 × 105) for various interaction strengths
J . QD 1 is excited with σ+ polarization and QD 2 with σ− polarization at times
t = nTR with n ∈ N0.

so that (b(1)N,x+b
(2)
N,x)/2 has to fulfill the resonance condition, Eq. (9.14). Accordingly,

the antidiagonal lines form in the combined OHD.

For further investigation, we employ an alternative pulse train, where QD 1 is
exposed to σ+ polarization and QD 2 to σ− polarization. As a result, the electron
spins are antiparallelly aligned at t = nTR. In Fig. 9.9, the combined OHD for
different inter-QD interaction strengths J is shown. In the weak interacting regime,
the QDs are almost decoupled, and we trivially obtain the same results as in Fig. 9.8
(not shown). For the intermediate regime, see Fig. 9.9(a), we observe the same
behavior as for the original pulse sequence. The inter-QD interactions are a small
perturbation and prevent the emergence of the same mode due to the mechanism
described in Sec. 9.5. For large J , see Figs. 9.9(b) and 9.9(c), an irregular pattern
forms in the combined OHD. For an explanation, we refer to the analytical solution
of the two-spin problem, discussed in Sec. 6.2. While parallel spins form a stable
fixed point, antiparallel spins yield an unstable fixed point. This instability is
transferred to the OHD via the hyperfine interaction.

9.7 Cross-correlation bi-spectrum

The inter-QD interactions generate a substantial modification of the OHD. However,
since the OHD cannot be measured directly in experiments, we investigate a suitable
electron spin correlation function in the following to make the optically induced
manipulation of the system experimentally accessible. For this purpose, we first
consider a single QD. Jäschke et al. [200] demonstrated that the autocorrelation
spectrum C̃2(ω) enables access to the OHD of a single QD: The QD is first driven
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Chapter 9 Higher-order cross-correlation spectra in non-equilibrium

Figure 9.10: Cross-correlation bi-spectra measured in darkness after a periodic
pulse train for two interacting QDs (NQD = 2, bext = 50.5/T ∗, TR = 2πT ∗,
NP = 5× 105). For the upper panels, the interaction J is switched off during the
measurement while it is switched on for the lower panels.

by a periodic pulse sequence to form the non-equilibrium OHD. Once the non-
equilibrium state is reached, the system is left in darkness. The electron spins
revolve with the frequency bext + bN,x while the nuclear spins are approximately
frozen. Hence, the autocorrelation spectrum C̃2(ω) is proportional to the OHD
shifted by bext. By this procedure, the OHD can be read out indirectly via the
electron spin dynamics.

In the following, we generalize the procedure for two interacting QDs. We introduce
the fourth-order spin cross-correlation function,

C
(×)
4 (t1, t2, t3, t4) = 〈S(1)

z (t1)S
(1)
z (t2)S

(2)
z (t3)S

(2)
z (t4)〉 . (9.17)

For uncorrelated spins, C(×)
4 (t1, t2, t3, t4) factorizes into the product C(1)

2 (t1, t2)×
C

(2)
2 (t3, t4). We define the cross bi-spectrum C̃

(×)
4 (ω1, ω2) by a Fourier transforma-

tion of t2 − t1 and t4 − t3 while the remaining two times t2 and t1 are averaged
out. The bi-spectrum C̃

(×)
4 (ω1, ω2) connects the autocorrelation functions C̃(i)

2 (ω)
of both QDs. Therefore, it is a measure for the simultaneous precession of the
electron spin in QD 1 with the frequency ω1 and the electron spin in QD 2 with the
frequency ω2.
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9.7 Cross-correlation bi-spectrum

To measure C̃(×)
4 , we follow the scheme of Jäschke et al. [200]. First, the system

is driven by a periodic pulse train, and afterward in darkness the cross-correlation
bi-spectrum C̃

(×)
4 is measured. In addition, we distinguish between two kinds of

samples with either a fixed or a controllable inter-QD interaction. For a wetting-
layer mediated RKKY interaction, the interaction strength might be controlled by
applying a gate voltage to modify the chemical potential and, therefore, the wetting-
layer filling. For a purely optical RKKY interaction, the interaction strength can
be adjusted by controlling the power of the CW laser. In the case of a controllable
interaction, we assume that the interaction is turned on during the optical excitation
and is switched off in darkness to measure C̃(×)

4 .

In the upper panels of Fig. 9.10, we present the cross-correlation bi-spectrum for QDs
with controllable inter-QD interactions. As expected, the spectra agree well with
the corresponding OHDs in Figs. 9.8(b), 9.8(d) and 9.8(f). In the lower panels of
Fig. 9.10, we present the cross-correlation bi-spectrum for QDs with fixed interaction
strength. In this case, the inter-QD interactions are still present while measuring
C̃

(×)
4 . For a weak interaction strength, J = 0.03T ∗, the spectra in Figs. 9.10(a)

and 9.10(d) coincide as the inter-QD interaction is negligible. For J = 0.3T ∗,
see Fig. 9.10(e), substantial modifications arise when the inter-QD interactions
persist during the measurement of C̃(×)

4 : The two peaks in the combined OHD are
imprinted on the correlation spectrum, but are broadened by the interaction strength
of 0.3T ∗. In addition, there is a prominent diagonal contribution induced by the
synchronization of the electron spins. For large J , see Fig. 9.10(f), the bi-spectrum
exhibits only contributions for equal frequencies ω1 = ω2. The electron spins are
synchronized and precess at the same frequency due to their strong coupling.

In summary, for weak and medium inter-QD interactions, the cross-correlation
bi-spectrum is a suitable quantity for the indirect measurement of the combined
OHD. For strong spin-spin interactions, however, the inter-QD interactions must be
switched off during the measurement of C̃(×)

4 to obtain the combined OHD.
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Chapter 10

Nuclear-spin polaron formation

In the following chapter, we investigate the intertwined dynamics between the
electron spin and the nuclear spins in a single QD in the low-temperature regime.
The electron spin is coupled via hyperfine interaction to nuclear spins located in the
electron wave function. Assuming a positive hyperfine constant, the energy of the
system is minimized by an antiparallel alignment of the electron and nuclear spins.
This highly correlated state is termed nuclear-spin polaron and forms only at very low
temperatures well below typical cryostatic temperatures. Such extreme conditions
can only be reached by laser cooling techniques. While the nuclear spins can be
cooled down to very low temperatures, the electron spin is strongly coupled to the
environment and obtains the lattice temperature. This suggests a two-temperature
treatment, where two thermal reservoirs are introduced. The electron spin interacts
with the lattice at cryostatic temperature via spin-lattice interaction mediated by
spin-orbit coupling while the nuclear spins are strongly isolated from the lattice and
interact with adjacent optically cooled nuclear spins via dipole-dipole interactions.
A mean-field solution of this approach was presented by Merkulov [44], and the spin-
polaron formation was predicted for nuclear temperatures of 10−7 K at cryostatic
electron spin temperatures of 1K. Direct experimental detection of a nuclear-spin
polaron state has not been reported yet, however, the experiments are ongoing [45,
85]. The influence of nuclear-spin fluctuations has been investigated recently [86, 203].
In this chapter, we discuss a nuclear-spin polaron formation beyond the mean-field
approach using kinetic rate equations where electron-spin fluctuations and nuclear-
spin fluctuations are incorporated. The kinetic rate equation approach restores the
exact thermodynamic solution in the single temperature regime. Major results of
this chapter are published in Ref. [173] and have been obtained in equal parts by
Iris Kleinjohann and the author. Kleinjohann et al. developed a generalization for
arbitrary hyperfine interactions published in Ref. [204], which is briefly addressed in
Sec. 10.10.
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Chapter 10 Nuclear-spin polaron formation

10.1 Two-temperature concept and kinetic rate
equations

We consider a singly charged QD or donor/acceptor bound electron/hole and
only take into account the hyperfine interaction, Eq. (3.3). Hence, quadrupolar
interactions and an external magnetic field are neglected. However, we incorporate a
coupling of the spins to their environment. For this purpose, we introduce fluctuating
effective magnetic fields as a perturbation. They are related to interactions of the
electron spin with the lattice or a dipole-dipole interaction between the nuclei. We
represent them by the operators

Vn = b0
∑
k,α

bαk I
α
k (10.1a)

for the nuclei and
Ve = B0

∑
α

BαSα (10.1b)

for the electron spin, where b0 and B0 are dimensional constants describing the
coupling strength to the environment, while the dimensionless operators bαk and
Bα describe effective magnetic fields acting on the electron or nuclear spin. These
operators fulfill the standard spin-commutation relations

[bαk , b
β
k′ ] = iδkk′εαβγbγk , (10.2a)

[Bα, Bβ] = iεαβγBγ , (10.2b)
[bαk , B

β] = 0. (10.2c)

with the Levy-Civita symbol εαβγ . The microscopic mechanism of the environmental
coupling is hidden in the effective fields. However, we can assume that the lattice
phonons relevant for field Bα incorporate different temperatures Te than the optically
cooled nuclear spins with temperature Tn.

We include the reservoir-system interactions in form of a quantum-master equation
approach. We employ the eigenstates |m〉 with eigenenergies Em of the system
Hamiltonian (3.3) to introduce the distribution fm = %mm, the diagonal part of the
system’s density matrix in energy eigenbasis. For weak perturbations Vn and Ve,
the Pauli master equation for fm reads [205]

∂fm
∂t

=
∑
m′

(Wmm′fm′ −Wm′mfm). (10.3)
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10.2 Reduced rate equations

with the transition rate Wmm′ from the state |m′〉 to the state |m〉. The rates can
be obtained from Fermi’s golden rule under the assumption of a reservoir in thermal
equilibrium,

Wi,mm′ =
∑
ri,r′i

2π

Zi
δ∆ε,−∆E exp

(
−

εr′i
kBTi

)
|〈ri|〈m|Vi|m′〉|r′i〉|2, (10.4)

where the subscript i ∈ {n, e} distinguishes the nuclear/electronic reservoir, εri is
the energy of the reservoir eigenstate |ri〉, ∆ε = εri − εr′i and ∆E = Em − Em′

denote the energy differences, and Zi is the partition function of the corresponding
reservoir. Note, when treating off-diagonal elements of the density matrix, the Pauli
master equation can be generalized to a Lindblad master equation [204]. The total
transition rate incorporates both reservoirs

Wmm′ =Wn,mm′ +We,mm′ . (10.5)

Interfering contributions of the perturbations Ve and Vn are absent due to the
commutation relations (10.2c).

Note, the partial rates of the process m′ → m and its reverse m→ m′ are related
by the Boltzmann factors

Wn,mm′

Wn,m′m
= exp

(
Em′ − Em

kBTn

)
, (10.6a)

We,mm′

We,m′m
= exp

(
Em′ − Em

kBTe

)
, (10.6b)

with the corresponding reservoir temperature Ti. For equal temperatures Tn =
Te ≡ T , also the total transition rates Wmm′ and Wm′m fulfill the same relation as
Eq. (10.6) and density matrix approaches the correct thermodynamic steady state

fm = Z−1 exp
(
− Em

kBT

)
, (10.7)

with partition function of the system Z, independent of the transition rate values.

10.2 Reduced rate equations

The rate Eq. (10.3) describes the transition rates between the energy eigenstates of
the system mediated by interactions with the environment. As the number of states
grows exponentially with the number of spins, a treatment without approximation
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Chapter 10 Nuclear-spin polaron formation

is not possible for large systems, e.g., for a QD with 105 to 106 nuclear spins. To
this end, we employ a simplified model and exploit symmetries. We focus on the
Hamiltonian

H =
N∑
k=1

AkI
z
kS

z (10.8)

in the Ising limit, which is physically realized by heavy-hole spins in III-V or II-VI
semiconductor QDs. In addition, we set the spin length to 1/2 for all spins in
the system. This assumption is exact for a bound hole state in a QD when the
I = 3/2 spin multiplet is reduced to a Kramers degenerate pair due to symmetry
reduction. For the nuclear spins, the large number of spins in the bath justifies
the approximation of spin 1/2. As characteristic scale, we establish the nuclear
fluctuation rate ωh = (

∑
k A

2
k)

1/2, which is directly related to the electron dephasing
time T ∗ =

√
4/3ω−1

h for spin 1/2. The dephasing time T ∗ has the typical order
of 1 ns for QD systems [46] and can be up to two orders of magnitude smaller for
donor-bound electrons [128, 206]. For sake of simplicity, we assume that only matrix
elements, where just a single spin is flipped, are non-zero,

∂f({Izk}, Sz)

∂t
=f({Izk},−Sz)We({Izk},−Sz)− f({Izk}, Sz)We({Izk}, Sz)

+
∑
k′

[ f({Iz1 , . . . ,−Izk′ , . . . , IzN}, Sz)Wk′(−Izk′ , Sz)

−f({Izk}, Sz)Wk′(I
z
k′ , S

z)] .

(10.9)

For Hamiltonian (10.8) with the eigenenergy E({Izk}, Sz) = Sz
∑

k AkI
z
k , the electron

spin-flip rate Eq. (10.4) simplifies to

We({Izk}, Sz) =W (0)
e min

(
1, e−2βeSz

∑
k AkI

z
k

)
. (10.10)

The flip process to a state of higher energy is suppressed exponentially with the
Boltzmann factor using the inverse temperature βe = 1/(kBTe). In the same way,
we establish the nuclear rate,

Wk′(I
z
k′ , S

z) =W (0)
n min (1, exp (−βn|Ak′S

z|)) (10.11)

with the phenomenological flip rate W (0)
n and the inverse nuclear temperature βn =

1/(kBTn). Note, in general, the prefactors W (0)
e and W (0)

n have an energy dependence,
which varies slowly compared to the exponential function in the Boltzmann factor.
Since we do not aim for a microscopic description of the flip rates, we assume W (0)

e

and W
(0)
n to be constant. In this way, the physical origin of the flip processes and

the details of the environment remain unspecified.
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10.3 Steady-state solution of the rate equations

To gain numerical and analytical access, we apply the box-model approximation
Ak = A0. In the box model, all states with the same total nuclear spin Iz =

∑
k I

z
k

are degenerate. This allows the introduction of the reduced distribution g(Iz, Sz)
which no longer depends on the individual nuclear spin configuration {Izk} but on
the total nuclear spin Iz. The resulting rate equation,

∂g(Iz, Sz)

∂t
=We(I

z,−Sz) g(Iz,−Sz)−We(I
z, Sz) g(Iz, Sz)

+
∑
j=±1

W (j)
n (Iz − j, Sz) g(Iz − j, Sz)

−
∑
j=±1

W (j)
n (Iz, Sz) g(Iz, Sz), (10.12)

becomes analytically solvable and incorporates the spin-flip rates

We(I
z, Sz) =W (0)

e min(1, exp (−βeA0|Iz|)) (10.13a)

W (±1)
n (Iz, Sz) =W (0)

n N∓(I
z)min

(
1, exp

(
−βnA0

2

))
, (10.13b)

where we distinguish the rates for nuclear spin flips in up and down directions.
They differ by the number N∓(I

z) of nuclear spins in the up and down directions.
In addition, we assume a much faster electron spin-flip rate in comparison to the
nuclear spin-flip rate (W (0)

e �W
(0)
n ). This assumption is well justified due to the

much stronger coupling of the electron spin to the environment [105]. We exploit
this separation of time scales and assume that the electron spin is always in thermal
equilibrium with respect to the current nuclear spin polarization

g(Iz, ↑)
g(Iz, ↓)

= exp (−βeA0I
z) , (10.14)

which is given by the Boltzmann distribution. This allows the introduction of a
nuclear spin distribution,

g(Iz) = g(Iz, ↑) + g(Iz, ↓) . (10.15)

Knowing the nuclear spin distribution g(Iz), we can reconstruct the full distribution
g(Iz, Sz) by using Eqs. (10.14) and (10.15). By calculating the time derivative of
Eq. (10.15) and using Eqs. (10.12) and (10.14), we can derive a rate equation for
the nuclear spin distribution

∂g(Iz)

∂t
=
∑
j=±1

Γ(j)(Iz − j)g(Iz − j)− Γ(j)(Iz)g(Iz). (10.16)
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with the effective nuclear spin-flip rates,

Γ(±1)(Iz) =W (0)
n N∓(I

z)
cosh(βeA0I

z/2± βnA0/4)

cosh(βeA0Iz/2) exp(βnA0/4)
. (10.17)

Note, since electron spin flips do not change the quantum number Iz their contri-
butions cancel each other, and the W (0)

e dependency vanishes. The steady-state
solution of the rate Eq. (10.16) is defined by the condition ∂tg(I

z) = 0 and can be
derived by using the detailed balance condition

g(Iz)Γ(+1)(Iz) = g(Iz + 1)Γ(−1)(Iz + 1). (10.18)

The condition (10.18) yields the relative weights of two neighboring states Iz and
Iz + 1,

g(Iz + 1)

g(Iz)
=

N/2− Iz

N/2 + Iz + 1
× cosh (βeA0(I

z + 1)/2)

cosh (βeA0Iz/2)

× cosh (βnA0/4 + βeA0I
z/2)

cosh (βnA0/4− βeA0(Iz + 1)/2)

(10.19)

with Iz = −N/2, . . . , N/2 and the normalization condition
∑

Iz g(I
z) = 1. To

determine g(Iz) numerically, one can first set g(−N/2) = c with an arbitrary
constant c. Starting from g(−N/2) all further g(Iz) can be determined successively
using Eq. (10.19). Finally, the constant c can be determined from the normalization
condition

∑
Iz g(I

z) = 1. The full distribution g(Iz, Sz) can be reconstructed from
g(Iz) using the Boltzmann ratio (10.14) and enables the calculation of various
observables in the steady state. Note, already for spin numbers of N = 103, the
distribution g(Iz) has entries that may vary by a factor > 101000 which cannot be
stored in a double precision floating point format. For the numerical implementation,
it is therefore necessary to store ln(g(Iz)) instead of g(Iz). Note, this procedure
is stable and enables the direct calculation of the steady state with linear scaling,
which enables an efficient evaluation even for N > 106. For finite temperatures, the
steady state is unique. However, for the case of zero temperatures, Eq. (10.19) is
not well defined and the ratio might be 0 or ∞, which allows the steady state to be
degenerate.

10.4 Simplified analytical treatments

Before we analyze the nuclear-spin polaron formation numerically, we investigate sim-
plified analytical treatments like the single temperature limit or a two-temperature
mean-field approach.
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10.4 Simplified analytical treatments

Single temperature regime

For the case of a single temperature β = βe = βn, the system becomes analytically
solvable. The density matrix of the system in thermal equilibrium has the form

ρth =
1

Z
e−βH (10.20)

with partition function Z = Tr
[
e−βH

]
, independent of the rates W (0)

e and W
(0)
n .

Since the Hamiltonian is already diagonal, the partition function can be explicitly
calculated

Z = 2N+1 (cosh(βA0/4))
N . (10.21)

While 〈Sz〉 = 〈Iz〉 = 0 are trivially zero, we can calculate the expectation value of
the electron-nuclear spin correlator in thermal equilibrium:

〈SzIz〉 =− N

4
tanh

(
βA0

4

)
. (10.22)

In the single temperature limit, the correlator changes continuously between the
uncorrelated high temperature state 〈SzIztot〉 (β = 0) = 0 to the maximally correlated
spin polaron state at low temperatures 〈SzIz〉 (β → ∞) = −N/4. Hence, in the
single temperature case, no phase transition takes place, and the cross-over scale for
the spin polaron transition is given by A0.

Mean-field approach

Another possibility to study the nuclear-spin polaron transition is offered by a
mean-field approach [44], which is applicable for the Ising as well as the isotropic
case. An extension to arbitrary hyperfine anisotropy is presented in Ref. [204]. For
the sake of simplicity, we restrict ourselves to the Ising case here.

We assume that the electron spin is in contact with the lattice temperature βe
and is subject to a mean Overhauser field A0 〈Iz〉, which we assume here to be
a classical field without fluctuations. The optically cooled nuclear spins are in
contact with another temperature βn and are subject to a mean Knight field A0 〈Sz〉.
This assumption separates the problem into two subproblems that can be solved
independently. This results in the expectation values

〈Sz〉 = −1

2
tanh

(
βeA0 〈Iz〉

2

)
(10.23a)

〈Iz〉 = −N
2

tanh
(
βnA0 〈Sz〉

2

)
. (10.23b)
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To obtain the solution to the overall problem, the Eqs. (10.23) must be solved
self-consistently. Depending on the chosen temperature pair (βe, βn), the number of
solutions is different. Above a critical temperature product,

TeTn >
NA2

0

16k2B
, (10.24)

there is only the trivial solution 〈Sz〉 = 〈Iz〉 = 0, where no spin polarization is
formed. If the product TeTn is below the critical value, there exist two additional
non-trivial solutions. These solutions correspond to the two possible spin polaron
states, where the electron spin is aligned in positive or negative z direction and the
nuclear spins are antiparallel aligned. In the vicinity of the transition point, the
mean-field approach yields its typical square root behavior,

〈|Sz|〉, 〈|Iz|〉 ∝

√
βeβn − 16

NA2
0

. (10.25)

Interestingly, the mean field approximation predicts a phase transition even for
equal temperatures Te = Tn, where the exact single temperature solution (10.22) is
continuous. Therefore, the phase transition for a single temperature is an artifact of
the mean-field solution.

10.5 Criterion for the polaron formation

The analytic solution of the rate equations Eq. (10.19) offers the possibility to
determine a criterion for the polaron formation beyond the mean-field approach. For
this purpose, we consider the nuclear spin distribution g(Iz). For high temperatures,
the nuclear spins are completely disordered. From a combinatorial point of view,
there are more possibilities for a small |Iz| than for a large |Iz|. The central limit
theorem yields a Gaussian distribution of g(Iz) with its maximum at Iz = 0. When
the system is cooled, the nuclear spins align antiparallelly to the electron spin so
that g(Iz) has a minimum at 0 and two maxima symmetrically around it. These two
limiting cases are depicted Fig. 10.1(a). In Fig. 10.1(b), the nuclear spin distribution
g(Iz) is color coded as function of the nuclear spin polarization Iz and inverse
nuclear spin temperature βn for a fixed inverse electron spin temperature βe, where
the curves from panel (a) can be extracted as vertical cuts. In between the limiting
cases of a single maximum/two maxima, we find a bifurcation point with a transition
from a minimum to a maximum at Iz = 0 which we will employ as an analytical
criterion for the polaron formation. For even N , the criterion demands the ratio

g(1)

g(0)
= 1 (10.26)
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Figure 10.1: Probability distribution g(Iz) of the total nuclear spin Iz in the
steady state (N = 105, βeωh = 0.05). (a) Nuclear spin distribution g(Iz) for
βnωh = 10 (blue) and βnωh = 3000 (orange). (b) Nuclear spin distribution g(Iz)
as function of Iz and βn for fixed βe. The curves in panel (a) can be obtained as
vertical cuts from panel (b). The plots are taken from Ref. [173].

at the crossover temperature. By using the analytical solution Eq. (10.19), the
implicit condition,

1 =
N

N + 2

cosh (βnA0/4) cosh (βeA0/2)

cosh (βnA0/4− βeA0/2)
, (10.27)

can be determined. This condition is fulfilled on the crossover line in the (βe, βn)
plane. For large electron spin temperatures βeA0 � 1, the condition Eq. (10.27)
can be rewritten into the explicit form,

βn =
4

A0
tanh−1

(
4

(2 +N)βeA0

)
. (10.28)

Interestingly, tanh−1(x) diverges for |x| = 1, implying a minimum value βe >
4/(2 +N)A0 and thus a maximum upper limit on the electron spin temperature
for the polaron formation. Above this maximum temperature, the electron spin
fluctuations are so large that the polaron formation is no longer possible. In
contrast, the mean-field theory does not include this effect since spin fluctuations are
neglected. If many nuclear spins (or small electron spin temperatures) are considered
N � (βeA0)

−1, Eq. (10.28) resorts to the mean field criterion Eq. (10.24).

10.6 Numerical results

The expectation value of a general observable O is expressed by

〈O〉 =
∑
Sz

∑
Izk

〈Sz, {Izk} |O|Sz, {Izk}〉 f({Izk}, Sz). (10.29)
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To study the nuclear-spin polaron formation, we first focus on the electron-nuclear
spin correlator 〈SzIz〉. At high spin temperatures, the electron-nuclear correlator
yields 0 as all spins are uncorrelated. At low temperatures, the spins minimize their
energy by forming an antiparallel alignment considering A0 > 0. In Fig. 10.2(a),
〈SzIz〉 is plotted as function of the two inverse spin temperatures βe and βn. The
correlator 〈SzIz〉 is color coded, whereby a dark blue corresponds to vanishing
correlations and a yellow color corresponds to a strong anticorrelation. When both
spin temperatures are low, upper right corner, strong anticorrelations of −N/4
form. However, the correlator vanishes for large spin temperatures. We added
the transition line from the mean field approach Eq. (10.24) (white line), and the
crossover line from the rate equation condition Eq. (10.27) (red dotted line). While
both curves agree for large βe, there are significant discrepancies for small βe, where
the red dotted line is a much better indicator for the spin polaron formation. Note,
for asymmetric temperatures βn � βe the crossover from a disordered state of the
system to a polaron state occurs very rapidly but turns smooth when βn and βe
become comparable in magnitude. This behavior coincides with the analytical single
temperature solution, which is exactly represented in the rate equation approach.

A quantity that behaves similarly is the expectation value of the magnitude of the
total spin 〈|Iz|〉. In the absence of external symmetry breaking, the expectation
value 〈Iz〉 is always 0 due to spin inversion symmetry and, thus, unsuitable for the
study of spin polaron formation. Since there is no spontaneous symmetry breaking
for finite systems, we study the order parameter 〈|Iz|〉 instead [203, 207, 208]. The
quantity 〈|Iz|〉 can also be interpreted as the nuclear spin expectation value 〈Iz〉 of
a symmetry-broken distribution

g(+)(Iz) = θ(Iz)[g(Iz) + g(−Iz)]. (10.30)

For high temperatures 〈|Iz|〉 ∝
√
N holds, so the intensive quantity 〈|Iz|〉 /N

vanishes for N → ∞. For low temperatures, on the other hand, the nuclear spins
align antiparallelly to the electron spin so 〈|Iz|〉 approaches a finite value with a
maximum of 〈|Iz|〉 = N/2. In Fig. 10.2(b), 〈|Iz|〉 is shown as function of βn and βe
and shows the same generic behavior as 〈SzIz〉.

Qualitative differences arise at the transition line. In Fig. 10.2(c) and Fig. 10.2(d),
horizontal cuts for a fixed βeωh = 0.05 are shown. While 〈SzIz〉 grows approxi-
mately linearly at the transition line, 〈|Iz|〉 shows a square root-like behavior. This
distinction can be understood through the mean-field solution in Eq. (10.25). While
the correlator in the mean-field approach (dashed yellow line) is not differentiable at
the polaron transition, the rate equations provide a smooth curve since we consider
a finite system.
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Figure 10.2: (a) and (c) Electron-nuclear spin correlator 〈SzIz〉, (b) and (d)
average absolute value of the nuclear spin polarization 〈|Iz|〉, (e) and (g) fluctuations
of the correlator σ2

c , and (f) and (h) fluctuations of the absolute value of the nuclear
polarization σ2

n. The left panels depict expectation values as function of βe and
βn while the right panels are horizontal cuts for a fixed electron temperature
(βeωh = 0.05, N = 105). The white solid line in panel (a) corresponds to the mean-
field critical temperature, Eq. (10.24). The red dotted line marks the transition to
the polaron formation, Eq. (10.27)

The features of both quantities at the transition line are transferred to their fluctua-
tions,

σ2c = 〈(SzIz)2〉 − 〈SzIz〉2 , (10.31a)
σ2n = 〈(Iz)2〉 − 〈|Iz|〉2 , (10.31b)
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which are shown in Fig.10.2(e) and Fig. 10.2(f) as color maps and in Fig.10.2(g)
and Fig. 10.2(h) as horizontal cuts. The electron-nuclear spin fluctuations σ2c show
a broad peak below the transition temperature while the nuclear spin fluctuation
σ2n has a sharp peak directly at the transition temperature. To interpret these
quantities, we refer to the case of a single temperature. Since 〈SzIz〉 is proportional
to the energy of the system, its fluctuations define, except for a prefactor, the
heat capacity of the system. In the same way, the fluctuations of 〈|Iz|〉 can be
related to the effective finite-size susceptibility [203, 207, 208]. According to the
Landau theory of phase transitions, the heat capacity provides a step at the critical
temperature while the susceptibility diverges [209]. As we consider a finite system
here, a smoothed behavior can be expected. However, the question arises whether
the fluctuations remain smooth for N � 1.

10.7 Nature of the transition to the polaron state

In this section, we investigate the nuclear polaron formation in the limit of large
bath sizes. As starting point, we employ the rate equation (10.16) in the limit
W

(0)
e �W

(0)
n and perform a continuum limit for large bath sizes, leading to a Fokker-

Planck equation for the nuclear density function. Using this Fokker-Planck equation,
we calculate a transition line for the nuclear polaron state and study the nature of
the nuclear polaron transition by taking into account thermal fluctuations.

We define the positions Ĩz ∈ {−N/2 + 1/2, ..., N/2− 1/2} between two possible Iz
values and identify the probability current from site Ĩztot − 1/2 to Ĩztot + 1/2 as

J(Ĩz) = Γ+

(
Ĩz − 1

2

)
g

(
Ĩz − 1

2

)
− Γ−

(
Ĩz +

1

2

)
g

(
Ĩz +

1

2

)
(10.32)

using the transition rates Γ±(Iz) and probability g(Iz). Consequently, the rate
equation reduces to the simple form of a discrete continuity equation

∂g(Iztot)

∂t
= −J

(
Iztot +

1

2

)
+ J

(
Iztot −

1

2

)
. (10.33)

Now we perform the continuum limit for large bath sizes. For this purpose, we
define the intensive variable iz = Iz/N (with iz ∈ [−1/2, 1/2]) and define the new
quantities using the discretization constant ∆ = 1/N :

Probability density : g̃(iz) =
g(iz/∆)

∆
=
g(Iztot)

∆
(10.34a)

Transition rate : γ±(iz) = Γ±(iz/∆)∆ = Γ±(Iztot)∆ (10.34b)
Probability current : j(iz) = J(iz/∆) = J(Ĩztot). (10.34c)
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Using these definitions, the rate equation turns into the continuity equation

∂g̃(iz)

∂t
=

−j(iz + ∆
2 ) + j(iz − ∆

2 )

∆
= − ∂

∂iz
j(iz) . (10.35)

We can further analyze the probability current

j(iz) = γ+
(
iz − ∆

2

)
g̃

(
iz − ∆

2

)
− γ−

(
iz +

∆

2

)
g̃

(
iz +

∆

2

)
≈ µ(iz)g̃(iz)−D(iz)

∂

∂iz
g̃(iz) .

(10.36)

In the last step, we used the mean value

g̃(iz) ≈ 1

2

(
g̃

(
iz − ∆

2

)
+ g̃

(
iz +

∆

2

))
, (10.37)

the differential quotient

∂

∂iz
g̃(iz) ≈ 1

∆

(
g̃

(
iz − ∆

2

)
− g̃

(
iz +

∆

2

))
, (10.38)

as well as introduced the probability drift

µ(iz) = γ+(iz)− γ−(iz) ≈ γ+
(
iz +

∆

2

)
− γ−

(
iz − ∆

2

)
(10.39)

and a diffusion coefficient

D(iz) =
∆

2

(
γ+(iz) + γ−(iz)

)
≈ ∆

2

(
γ+
(
iz − ∆

2

)
+ γ−

(
iz +

∆

2

))
. (10.40)

By inserting j(iz), Eq. (10.36), into the continuity equation (10.35), we end up with
the Fokker-Planck equation

∂g̃(iz)

∂t
= − ∂

∂iz

(
µ(iz)g̃(iz)−D(iz)

∂

∂iz
g̃(iz)

)
. (10.41)

The diffusion term results from the random nature of the spin flips. The drift term
has two origins. On one hand, we have a drift of the probability to the states with
the most degeneracy (maximization of entropy). On the other hand, the probability
drifts to the states with the lowest energy (minimization of energy). Depending on
the electronic and nuclear temperatures, one of these two effects dominates, which
defines a transition line between these two regimes.
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Transition line

At high (nuclear and electron) spin temperatures, the maximization of entropy
dominates, i.e. the states with high degeneracy are predominantly occupied and we
obtain a maximum at g̃(iz = 0). At low temperatures, the minimization of energy
dominates, i.e. the states with low energy are strongly occupied, and we observe
a minimum at g̃(iz = 0) and two maxima located symmetrically to the right and
the left hand. Hence, we establish the extremum at g̃(iz = 0) as a criterion to
distinguish between a nuclear polaron state and a disordered state. We first study
the extremum at g̃(iz = 0) in the continuum limit to derive a transition line similar
as described before for discrete values of Iz (Sec. 10.5). As a next step, we analyze
the fluctuations at the transition line.

At an extremum the derivative ∂iz g̃(iz) = 0 vanishes, which in combination with
the steady-state condition of a vanishing probability current j(iz) = 0, yields the
condition µ(iz) = 0 for an extremum. From symmetry arguments, we know that
there is an extremum at g̃(iz) = 0, which can either be a maximum or minimum.
The condition for a maximum is

∂

∂iz
µ(iz) < 0 . (10.42)

We insert γ± into the definition of the probability drift, Eq. (10.39),

µ(iz) =
W

(0)
n

exp(A0βn

4 ) cosh
(
NA0βeiz

2

)[(1

2
− iz

)
cosh

(
NA0βei

z

2
+
A0βn
4

)

−
(
1

2
+ iz

)
cosh

(
−NA0βei

z

2
+
A0βn
4

)] (10.43)

and calculate its derivative at iz = 0

∂

∂iz
µ(iz)

∣∣∣∣
iz=0

=
2W

(0)
n

exp(A0βn

4 )

(
− cosh

(
A0βN
4

)
+
N

2

A0βe
2

sinh
(
A0βn
4

))
,

(10.44)

which yields the transition line

βcn =
4

A0
arctanh

(
4

NA0βce

)
(10.45)

in the continuum limit, which coincides with the explicit transition line, Eq. (10.28),
in the discrete calculation.
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Fluctuations at the transition line

The next step is to analyze the fluctuations
(〈

(Iztot)
2
〉
− 〈|Iztot|〉

2
)
/N at the transi-

tion line. For a phase transition, the fluctuations may diverge, while the fluctuations
stay finite for a smooth cross-over.

To calculate the expectation values, we first need the probability density g̃(iz). In
the steady state, we obtain the formal solution of the Fokker-Planck equation

µ(iz)g̃(iz)−D(iz)
∂

∂iz
g̃(iz) = 0 (10.46)

⇒ g̃(iz) = exp
(∫

µ(iz)

D(iz)
diz
)
. (10.47)

Assuming that the distribution g̃(iz) becomes very sharp for large N , we can expand
µ(iz)
D(iz) in leading order of iz at iz = 0. At the transition temperature (βcn, β

c
e) (defined

in Eq. (10.45)), we obtain

µ(iz) =W
(0)
N

cosh(A0βc
n

4 )

exp(A0βc
n

4 )

N3A3
0(β

c
e)

3

24
tanh

(
A0β

c
n

4

)
(iz)3 +O

(
(iz)5

)
(10.48)

and

D(iz) =W
(0)
N

cosh(A0βc
n

4 )

exp(A0βc
n

4 )

1

2N
+O

(
(iz)2

)
. (10.49)

Note, due to symmetry considerations, µ(iz) has only odd powers of iz and D(iz)
has only even contributions. Furthermore, for µ(iz), the terms linear in iz vanish at
the transition line, due to the condition ∂izµ(i

z) = 0. For the ratio, we obtain

µ(iz)

D(iz)
= −ξ(iz)3 +O

(
(iz)5

)
(10.50)

with the abbreviation for the temperature-dependent prefactor

ξ =
N3A2

0(β
c
e)

2

3
. (10.51)

In this approximation, the probability density can be calculated directly

g̃(iz) =

√
2 4
√
ξ

Γ(1/4)
exp

(
−ξ
4
(iz)4

)
(10.52)
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with the gamma function Γ(n). Knowing the distribution g̃(iz), the expectation
values

〈|iz|〉 = 2

√
2 4
√
ξ

Γ(1/4)

∫ ∞

0
iz exp

(
−ξ
4
(iz)4

)
diz

=

√
2 3
√
ξ

Γ(1/4)

(10.53)

and 〈
(iz)2

〉
=

√
2 4
√
ξ

Γ(1/4)

∫ ∞

−∞
(iz)2 exp

(
−ξ
4
(iz)4

)
diz

=
2 Γ(3/4)√
ξΓ(1/4)

(10.54)

can be calculated analytically. Combining Eqs. (10.53) and (10.54), we obtain the
total nuclear spin fluctuations〈

(Iztot)
2
〉
− 〈|Iztot|〉

2

N
=

(√
2− 1

)√
3 Γ2(3/4)

π︸ ︷︷ ︸
≈0.343

1√
NA0βce

. (10.55)

As a last step, we use the transition line, Eq. (10.45), to eliminate the A0 dependency.
In the limit N � A0β

c
e, we can substitute the explicit expression

A0 =
4√

Nβceβ
c
n

(10.56)

which yields 〈
(Iztot)

2
〉
− 〈|Iztot|〉

2

N
=

(√
2− 1

)√
3 Γ2(3/4)

4π︸ ︷︷ ︸
≈0.086

√
βcn
βce

. (10.57)

This is a simple and interesting result. Besides a numerical prefactor, the fluctuations
only depend on the ratio of the electronic and nuclear temperature. Hence, the
transition is more rapid for asymmetric temperatures βe � βn. On the other hand,
the fluctuations are not N dependent, which is an indicator for cross-over rather
than a phase transition in the limit N � 1.

Emergence of the two maxima

The analysis of the nuclear spin fluctuation demonstrates that the polaron formation
is expected to be continuous for equal βe = βn and becomes more rapid for asym-
metric temperatures βe � βn. To support this result, we consider the emergence of
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the two maxima of the distribution g̃(iz) below the polaron transition temperature.
At the transition temperature, the single maximum at iz = 0 splits symmetrically
into two maxima at iz 6= 0 and a minimum at iz = 0. Since we are only interested
in extrema close to iz = 0 we can expand the probability drift µ(iz) around iz = 0
in third order

µ(iz) ≈ 2W
(0)
n

exp
(
A0βn

4

) [−iz cosh
(
A0βn
4

)
+ iz

NA0βe
4

sinh
(
A0βn
4

)

−(iz)3
N3A3

0β
3
e

48
sinh

(
A0βn
4

)]
+O

(
(iz)5

) (10.58)

and evaluate µ(iz) = 0. As a result, we obtain a trivial extremum at iz0 = 0 and, for
temperatures below the transition line, two additional extrema at the positions

iz± = ±
√
12

T c
e

A0N

√
−Te − T c

e

T c
e

− (Tn − T c
n)

T c
e

N(T c
n)

2

(
N2A2

0

16(T c
e )

2
− 1

)
(10.59)

appear. We analyze Eq. (10.59) in the limit of large bath sizes N � A0/T
c
e , which

yields

iz± = ±
√
12

T c
e

A0N

√
−Te − T c

e

T c
e

− (Tn − T c
n)

T c
e

N(T c
n)

2

N2A2
0

16(T c
e )

2

= ±
√

4

3N

√
T c
e

T c
n

√
−Te − T c

e

T c
e

− Tn − T c
n

T c
n

.

(10.60)

For the last step, we employed the simplified transition line T c
eT

c
n =

NA2
0

16 from
Eq. (10.24), which is valid in the same limit (N � A0/T

c
e ). Introducing the reduced

temperatures τe/n =
Te/n

T c
e/n

− 1, we end up with

iz± = ±
√

3

4N

√
T c
e

T c
n

√
|τe|+ |τn| . (10.61)

On the one hand, the two maxima iz± diverge more rapidly the larger the ratio
T c
e /T

c
n, on the other hand, the two maxima diverge less rapidly for larger N . If we

neglect spin fluctuations, Eq. (10.61) implies a mean-field like phase transition with
a critical exponent β = 1/2.

As the last step, we examine the effect of spin fluctuations. We take into account the
width of the maxima iz± and calculate the temperature interval ∆τ starting from
the critical temperature to a temperature where the maxima have no substantial
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Figure 10.3: Order parameter 〈|Iztot|〉 calculated from the analytic expression,
Eq. (10.19) (N = 104, A0 = 1/

√
N). The red line indicates where the transition

from one maximum to two maxima in g̃(iz) takes place, i.e. Eq. (10.45). The
orange, yellow and white lines indicate when the two maxima have a distance
of κ standard deviations (calculated with Eq. (10.64)). The grey dashed line
corresponds to the mean-field critical temperature.

overlap. This temperature interval ∆τ can be interpreted as the cross-over region
from a disordered to an ordered state. If the cross-over region vanishes for large N ,
we obtain a discontinuity and a phase transition can be expected. However, if the
cross-over region stays finite for large N , we can expect a smooth cross-over.

We assume that the maxima have a standard deviation of

σ =

√
1

2N
. (10.62)

The overlap of the two maxima is exponentially suppressed when they have a distance
of κ standard deviations (e.g. κ = 1 corresponds to a single standard deviation).
Comparing the distance of the two maxima, to their width, we obtain√

3

4N

√
T c
e

T c
n

√
∆τ = κ

√
1

2N
(10.63)

⇒ ∆τ =
2

3

T c
n

T c
e

κ2 . (10.64)

As we can see, ∆τ is independent of N which indicates a smooth cross-over between
the unpolarized regime and the nuclear polaron regime for N � 1. On the other
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hand, the cross-over region decreases strongly for asymmetric electronic and nuclear
temperatures. In Fig. 10.3, the findings of the continuum approach are shown in the
phase diagram of 〈|Iztot|〉 /N . The red line depicts the transition line, Eq. (10.45).
The orange, yellow and white lines indicate when the two maxima have a distance of
κ standard deviations (calculated with Eq. (10.64)). We observe a smooth cross-over
at high nuclear temperatures while the transition is more rapid at lower nuclear
temperatures.

For the experimentally relevant regime, the electron spin has a cryostatic temperature
of Te ≈ 1K, which corresponds to a nuclear temperature of T c

n ≈ 10−7 K at the
critical point. This yields a cross-over region of ∆Tn = ∆τT c

n ≈ 10−14 K, which
is far below the expected temperature resolution in experiments. Hence, in a
strongly asymmetric temperature regime, we can expect to observe a mean-field like
transition, though formally the system obeys a cross-over.

10.8 Distribution of the hyperfine coupling constants

The box-model approximation is a substantial simplification of the CSM as nuclear
spins are subject to the same Knight field and remain synchronized when coupling
to the environment is neglected. In this section, we discuss the effect of an Ak

distribution. As the coupling of the system to thermal reservoirs breaks the artificial
synchronization of the nuclear spins, the main result will be that a system with a
Ak distribution behaves as a box-model system with a smaller number of nuclear
spins.

We introduce a distribution of coupling constants as it could occur in a realistic QD.
The hyperfine coupling constants are proportional to the residence probability of
the electron at the location of the nuclear spins. We assume that the electron wave
function has the exponential form

ψ(~r) ∝ exp [−rm/(2Lm
0 )] , (10.65)

where L0 is the characteristic length of the QD and m modifies the shape of the
wave function. This wave function yields the distribution [210]

p(Ak) =
d

m

Ld
0

AkRd

[
ln
(
Amax
Ak

)]d/m−1

, (10.66)

where d is the dimension of the QD, Amax is the maximum hyperfine coupling
constant, and R is an artificial cut-off radius that determines the smallest hyperfine
coupling constant.
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Figure 10.4: Polaron formation in a system (N = 105) with realistic hyperfine-
coupling constants, see Eq. (10.66). (a) Electron-nuclear spin correlator and (b)
fluctuations of the absolute value of the nuclear spin polarization as a function
of βe and βn. The white dotted line presents the transition line with N . The
red dotted line indicates the transition temperature, Eq. (10.27), adjusted with
Neff. (c) Correlator for a fixed electron temperature (βeωh = 0.1). The black
dashed/dash-dotted lines correspond to the approximation in Eq. (10.68). The
plot is taken from Ref. [173]

In the following, we assume a Gaussian wave function (m = 2) in a flat QD (d = 2).
This results in the distribution p(Ak) ∝ 1/Ak, where the maximum and minimum
values of Ak are regulated by the parameters R and Amax. For our calculations, we set
the cutoff radius to R = 2.5L0 and adjust Amax in such a way that ωh = (

∑
k A

2
k)

1/2

holds.

To determine the steady-state solution, we employ a Markov chain Monte Carlo
method. We use the rates, Eqs. (10.10) and (10.11), to determine the acceptance
probability for a spin flip, which coincides with the Metropolis-Hastings algorithm.
After a sufficient simulation time, the system is equilibrated in the steady state and
various expectation values can be calculated by averaging over several simulation
steps.

In Fig. 10.4(a), the correlator 〈SzIz〉 is plotted as a function of the two inverse
temperatures βe and βn for a spin flip ratio W (0)

e /W
(0)
n = 105. The general behavior

of the polaron formation is very similar to the box model, although the transition
does not occur at the same temperature line. The analytical curve for the polaron

148
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transition in the box model according to Eq. (10.27) is shown as a white dotted
curve. While all nuclear spins contribute equally to the dynamics in the box model,
depending on the distribution of Ak, there may be nuclear spins that contribute
weakly to the dynamics or even factorize for the extreme case of Ak = 0. We
quantify this behavior by defining an effective number of nuclear spins, Neff, [17,
211] over the first two moments of the Ak distribution

Neff
N

=
〈Ak〉2〈
A2

k

〉 . (10.67)

While for the box model N = Neff holds, the distribution used in Fig. 10.4 results in
the ratio Neff/N ≈ 0.32. We employ Neff to determine a corrected transition line, by
replacing N by Neff in Eq. (10.27), which is shown as a red dotted line. Fig. 10.4(b)
depicts the nuclear spin fluctuation σ2n where the polaron formation can be seen by
a sharp peak, which coincides with the corrected transition line. In essence, the
effect of the Ak distribution is parameterized by the statistical quantity Neff.

For temperatures below the transition line, the distribution of the hyperfine constants
becomes relevant, since weakly coupled nuclear spins align to the electron spin only at
very low temperatures. This is illustrated in Fig. 10.4(c), where the electron-nuclear
spin correlator 〈SzIz〉 for a fixed inverse electron spin temperature βeωh = 0.1 is
plotted against the inverse nuclear spin temperature βn. The maximum absolute
value of the correlator for a distribution p(Ak) is reached at lower temperatures than
in the box model. This behavior can be understood analytically in a low-temperature
approximation. Below the polaron transition temperature, electron spin flips are
strongly suppressed due to the large energy difference. Assuming a fully frozen
electron spin, the system factorizes into independent subproblems for each nuclear
spin, and the electron-nuclear correlator

〈SzIz〉 ≈ −
∑
k

tanh (Akβn/4) /4 (10.68)

can be determined exactly. This approximation is added in Fig. 10.4(c) for the
box model (black dashed line) and the distribution Eq. (10.66) (black dash-dotted
line). Apart from deviations at the transition temperature, which is dominated
by spin fluctuations, the correlator is accurately predicted. In the polaron regime,
each nuclear spin aligns individually with its Ak, while the details of the coupling
constant distribution are irrelevant for the polaron transition.
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10.9 Time evolution of the cooled system

The rate equations do not only provide the two-temperature steady state but also
allow the investigation of the temporal evolution to the nuclear-spin polaron state.
For this purpose, we consider the rate Eq. (10.12) in matrix form

∂t~g =W~g, (10.69)

where the vector ~g has the entries g(Iz, Sz) and the elements of the transition matrix
W entail the transition rates Eq. (10.13a) and Eq. (10.13b). The analytical solution
is formally given by the matrix exponential function

~g = exp(Wt)~g0 , (10.70)

with the initial condition ~g(0) = ~g0. While W is a sparse matrix, exp(Wt) is dense,
so the exact solution is not suitable for numerical evaluations with N = 105. Instead,
we use the Trotter decomposition

~g = (exp(W∆t))n~g0 (10.71)

with n = t/∆t and approximate

exp(W∆t) ≈
4∑

k=0

W k

k!
. (10.72)

In this approximation, exp(W∆t) is sparse and can be used to determine the time
evolution.

In the following, we will consider a cooling scenario where the system starts in a
high-temperature state and is cooled by the coupling to the reservoirs. At high
temperatures, the g0(Iz, Sz) are weighted only by their degeneracy, yielding

g0(I
z, Sz) = 2−N−1

(
N

N+(Iz)

)
(10.73)

with N+(I
z) = N/2+Iz. In Fig. 10.5(a), the time evolution of the correlator 〈SzIz〉

is shown for temperatures deep in the polaron regime, βnωh = 104 and βeωh = 5. It
can be seen that all curves, regardless of the rate W (0)

e and W
(0)
n , match with the

exponential function

〈SzIz〉 /N = −(1− exp(−W (0)
n t))/4 (10.74)

and, thus, only depend on the rate W (0)
n . This is explained by the fact that at low

temperatures electron spin flips are exponentially suppressed by the large energy
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Figure 10.5: Temporal evolution from disordered to nuclear polaron state (N =
105, βnωh = 104) for two inverse electron spin temperatures, (a) βeωh = 5 and (b)
βeωh = 0.05. The plot is taken from Ref. [173].

difference while a nuclear spin flip requires only a small energy exchange. In addition,
the maximally anticorrelated spin polaron state can be reached without a single
electron spin flip while about half of the nuclear spins must flip when the system
starts in a disordered state. In combination, the formation time is determined solely
by the nuclear flip rate W (0)

n .

In Fig. 10.5(b), the time evolution of the correlator 〈SzIz〉 for a higher electron
temperature, βeωh = 0.05, is shown. For very slow electron flip rates W (0)

e < W
(0)
n ,

there is almost no electron spin flip on the polaron formation time scale and the
universal exponential behavior, Eq. (10.74), is preserved. For W (0)

e > W
(0)
n , on the

other hand, there are deviations from the purely exponential growth. The electron
spin flips disturb the polaron formation, which initially leads to a delayed growth of
the correlator. Only when a sufficiently large nuclear spin polarization has formed
and electron spin flips are suppressed again, the further polaron formation takes
place in an exponential curve. For very large W (0)

e , there is saturation for this effect
and a further increase of W (0)

e has no effect. This is the case when the electron spin
distribution follows the nuclear spins almost instantaneously.

10.10 Anisotropic hyperfine interaction

So far we have restricted ourselves to a hyperfine interaction of the Ising type
while charge carriers in QDs are generally described by an anisotropic hyperfine
interaction, Eq. (3.3) with anisotropy factor λ. While heavy holes with λ = 0 are
subject to an Ising interaction, for light holes λ = −2 holds. For mixed states
between heavy and light holes, a value in between is possible. Electron spins are
subject to an isotropic hyperfine interaction λ = 1.
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Chapter 10 Nuclear-spin polaron formation

Since the hyperfine Hamiltonian Eq. (3.3) for λ 6= 0 is no longer diagonal, the
rate equation (10.9) has to be extended to a Lindblad master equation which also
includes non-diagonal elements. For this purpose, we assume that the eigenstates
HHF |ψn〉 = εn |ψn〉 of the system Hamiltonian are accessible. We use the eigenbasis
to define the complete operator basis Xmn = |ψm〉 〈ψn|. Considering a possible
degeneracy of the eigenstates, the general Lindblad operator for a transition between
the energy levels εn → εm is given by

Lk,α
m,n =

√
Γk,α
m,n

∑
a,b

δεa,εmδεb,εn 〈ψa| sαk |ψb〉Xab , (10.75)

where Γk,α
m,n is a rate not yet specified and 〈ψa| sαk |ψb〉 is the transition matrix

element of the spin operator sαk . Here α ∈ {x, y, z} is the spatial axis and the
index k ∈ {0, ..., NI} counts all spins in the system, where k = 0 corresponds to
the electron spin sα0 = Sα and k ≥ 1 corresponds to a nuclear spin sαk = Iαk . The
corresponding Lindblad master equation reads

∂tρ = −i[HHF, ρ]−
∑

k,α,m,n

(Lk,α
m,n)

†Lk,α
m,nρ+ ρ(Lk,α

m,n)
†Lk,α

m,n − 2Lk,α
m,nρ(L

k,α
m,n)

† .

(10.76)

Finally, the rate Γk,α
m,n must be specified in such a way that the Boltzmann form is

attained in thermal equilibrium. We choose

Γk,α
m,n =

Wα
k h

α
k (εm − εn)

g(εm)g(εn)
, (10.77)

where Wα
k is a phenomenological rate, hαk (εm − εn) is a dimensionless but energy-

dependent prefactor, and g(εn) is the degeneracy of the energy level εn, which
prevents double counting. We choose the rates for the electron spin Wα

0 = W
(0)
e

and the nuclear spins Wα
k = W

(0)
n following Sec. 10.2. The energy dependent

prefactor hαk (∆mn) with ∆mn = εm − εn guarantees the Boltzmann form if the ratio
hαk (∆mn)/h

α
k (∆nm) = exp(−∆mnβk) with β = βk is satisfied. Following Sec. 10.2,

we choose

hαk (ε) = min(1, e−βkε) . (10.78)

Consistently, we set β0 = βe for the electron and βk = βn for the nuclear spins.

To demonstrate that the Lindblad approach (10.76) coincides with the rate equations
(10.9), we derive the Lindblad Eq. (10.76) for a diagonal density matrix in energy
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eigenbases ρ =
∑

m ρmm |ψm〉 〈ψm|. We obtain the rate equation for the diagonal
elements ρmm

∂tρmm =2
∑
k,α,n

Wα
k h

α
k (εm − εn)| 〈ψm| sαk |ψn〉 |2ρnn

− 2
∑
k,α,n

Wα
k h

α
k (εn − εm)| 〈ψn| sαk |ψm〉 |2ρmm.

(10.79)

We can replace the operators sαk with the ladder operators sτk

sτk =


s+k /

√
2, τ = 1

szk, τ = 0

s−k /
√
2, τ = −1

, (10.80)

and identifying |ψm〉 with the Ising basis, which is applicable for λ = 0. The
contribution of szk cancels out in both sums and the operators s±k generate exactly
one spin flip. We can use the definitions of Wα

k and hαk in this section and derive
the rate equation (10.9) from our more general approach, Eq. 10.76.

While we recover the Ising case exactly, the Lindblad formalism allows studying a
general anisotropic hyperfine interaction. The approach relies on the exact knowledge
of the energy eigenbasis and is limited this way by the size of the considered Hilbert
state. However, by using the box-model approximation, a realistic number of spins
can be considered [204]. For a general anisotropy factor, the polaron state forms
along the axis with maximal hyperfine interaction, i.e., for |λ| < 1 along the z-axis
and for |λ| > 1 in the (xy) plane. These two regimes are separated by a quantum
phase transition at |λ| = 1, where the polaron forms isotropically. For |λ| ≥ 1 all
ground states are connected by spin flips without increasing the energy barriers,
which results in a significantly reduced autocorrelation time. For |λ| < 1, there are
two possible ground states, corresponding to the two polaron states along the z-axis,
which are separated by an energy barrier. In the later case, including the Ising limit,
the polaron formation is indicated by a bifurcation of the nuclear spin distribution,
which significantly increases the correlation time [204].

10.11 Outlook

We demonstrated the formation of a nuclear-spin polaron state at low temperatures.
The polaron state is characterized by a strong correlation between the electron spin
and nuclear spins. We modeled the system by a CSM for the electron-nuclear spin
system in the Ising limit and coupled the electron and nuclear spins to reservoirs
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Chapter 10 Nuclear-spin polaron formation

with different temperatures. Interestingly, the exact solution for equal temperatures
yields a cross-over to the polaron state while the mean-field approach predicts a phase
transition. With the rate equation approach used here, we can unify both results.
While we reproduce the exact thermodynamic solution for equal temperatures, the
polaron transition becomes sharper for asymmetric temperatures and approaches
the mean-field behavior asymptotically.

While this minimal model provides relevant results, it is expected that, for a realistic
consideration, further interactions have to be included. For example, nuclear-electric
quadrupolar interactions generate disorder in the nuclear spin bath, which compete
with the hyperfine interaction in the polaron formation. Another interesting aspect
is provided by an interaction between different electron spins. In the case of donor-
bound electrons with high donor density, this can be an exchange interaction [89,
90, 212] while for QDs a long-range RKKY interaction is expected [59]. In the
case of ferromagnetic coupling and a negative effective nuclear spin temperature, a
long-range ferromagnetic state involving the electron spins and the nuclear spins has
already been predicted [86]. In contrast, in the case of a mixed ferromagnetic and
antiferromagnetic interaction, as it occurs in an RKKY-type interaction, geometric
frustration may occur in the electronic subsystem, allowing a potential spin glass
phase of the QD ensemble.

Both the quadrupolar interactions, which lift the artificial synchronization of the box
model approximation, and the inter-QD interactions, which couple multiple CSMs,
generate a significant increase of the complexity, which makes an exact treatment no
longer feasible. However, due to the large spin number, the SCA offers a promising
route to investigate this issue. While the dynamics at low temperatures are still
given by the EOMs (4.32a) and (4.32b), the coupling to the reservoirs can be realized
by the quantum jump approach, Sec. 5.4. In this case, the rate of quantum jumps
is given by the phenomenological rates W (0)

e and W
(0)
n , while the temperature of

the reservoirs can be included by an additional temperature-dependent acceptance
rate hk(∆ε).
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Conclusion

In this thesis, we provide an in-depth analysis of inter-QD spin-spin interactions in
self-assembled QD ensembles. We based our theoretical investigations on available
experimental data [57, 58, 69] and revealed signatures and effects of the inter-QD
interactions relevant for potential future experiments [193]. We present methods to
extend the coherence time, such as optical cooling or spin mode-locking, and methods
for coherent spin manipulation, such as two-color pumping, where the inter-QD
interaction enables strong correlations of electron spins and nuclear spins.

To this end, we developed a cluster model for the QD ensemble in which each
individual QD is described by a CSM capturing the hyperfine interaction between
the localized electron spin and the surrounding nuclear spins. The model for
the individual QDs was extended to include several additional effects, such as
nuclear-electric quadrupolar interactions, spin-lattice interactions, and light-matter
interactions. The inter-QD interactions are modeled by an effective Heisenberg
interaction between the electron spins. For a realistic QD ensemble, around 1010

spins have to be included in the theoretical description. Using scaling properties for
the coupling constants, we reduced the number of electron spins and nuclear spins
required to accurately capture the spin dynamics of the full QD ensemble. For the
reduced system, we employed an SCA based on spin-coherent states: Each spin is
parameterized by a classical vector. Mapping the time evolution to a quaternionic
representation, we preserve quantum effects on the single-spin level. We developed
a hybrid approach of the SCA and a quantum jump approach which allows for
describing open quantum systems while preserving the bijective mapping between
spin vectors and spin-coherent states. The hybrid approach enables the incorporation
of spin-lattice interactions, optical excitations, and radiative trion decay.

The experiments of Spatzek et al. [57] served as a basis for the presented theoretical
investigations. By a spectral selection of the QDs with two laser pulses, two disjoint
subsets of QDs can be optically excited and read out separately. It was found
that [57] the subsets interact coherently with each other. Depending on the pulse
protocol, phase shifts or changes in the dephasing time can be detected. While the
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experimental results can be explained by a Heisenberg interaction between the elec-
tron spins of different QDs, the underlying microscopic mechanism of the inter-QD
interactions initially remained unclear [57]. We demonstrated that the experimental
results are compliant with an RKKY interaction mediated by charge carriers in the
wetting layer. For this purpose, we performed a semiclassical simulation of the spin
dynamics employing the distance-dependent interaction strength obtained by NRG
calculations. Our findings reproduce the key results in Ref. [57], such as the linearly
increasing phase shift. Moreover, we developed a simple picture explaining how
phase shifts and dephasing times emerge. We discuss the influence of the different
electron g factors of the QD subsets.

In pump-probe experiments with tailored laser spectra, the spectral width of the
laser pulse can be used to determine the number of excited QDs. In the absence of
inter-QD interaction, it is expected that when the spectral laser width increases, the
variation of electron g factors also increases. This produces a reduced dephasing time.
However, the experimentally determined dephasing times are almost independent of
the spectral laser width [69]. To explain this observation, we identified the three
relevant mechanisms producing the electron spin dephasing on the time scale of a few
nanoseconds: the Overhauser field fluctuations, the electron g-factor variations, and
the inter-QD interactions. We found that the inter-QD interactions counterbalance
the effect of the g-factor variation. When the laser bandwidth increases, the inter-
QD interaction leads to a stabilizing synchronization of the electron spins which
suppresses the dephasing. The pump-probe experiments demonstrated that the
inter-QD interaction becomes relevant on the time scale of a few nanoseconds and
can be utilized to efficiently influence the dephasing time.

Based on the findings for the pump-probe experiments, we developed a concept
to identify signatures of the inter-QD interactions in experimental setups with
tailored optical excitations. We propose two-color spin-noise measurements to study
the inter-QD interactions in equilibrium. By construction, the cross-correlation
spectrum vanishes if the spin dynamics in the individual QDs are independent of each
other. Therefore the cross-correlation spectrum is especially sensitive to inter-QD
interactions. In the autocorrelation spectrum, in contrast, the inter-QD interactions
only lead to a broadening of the spectrum which is indistinguishable from other single-
QD features. We examined the influence of the different interactions in the QD on
the cross-correlation spectrum. For example, the quadrupolar interactions suppress
the low-frequency contributions to the spectrum, while electron g-factor variations
attenuate the cross-correlation spectrum in the presence of a strong transverse
magnetic field. There is a wide window of magnetic fields where the cross-correlation
spectrum exhibits profound contributions of the inter-QD interaction. The cross-
correlation spectrum in a longitudinal magnetic field is particularly interesting since
it is sensitive to the distribution of coupling constants.
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Moreover, we studied the influence of periodic pulse trains on the interacting QDs.
The repetition frequency of the optical pulses imprints on the spin dynamics and
leads to nuclear-induced frequency-focusing. The nuclear spins in the QDs reorient
in such a way that the electron spins perform a half-integer or integer number of
revolutions for the Larmor precession in a repetition period. This effect can be
explained by a hyperfine feedback mechanism between the electron spin and the
nuclear spins. We showed that the inter-QD interactions lead to a modification
of these dynamics and identify a new resonance condition induced by the inter-
QD interaction. Whenever two electron spins favor the same mode, the hyperfine
feedback mechanism is bypassed. As a result, two electron spins do not precess in
the same mode. This mode repulsion generates strong correlations of the Overhauser
fields of adjacent QDs. We demonstrated that the cross-correlations bi-spectrum
reveals the correlations in the Overhauser fields.

Aside from the inter-QD interactions, we also investigated the intertwined spin
dynamics of the electron spin and the nuclear spins in a single QD or for a donor-
bound electron at low temperatures. Through optical cooling, effective nuclear
spin temperatures significantly below cryostatic temperatures can be achieved. In
this regime a strongly correlated nuclear-spin polaron state should form. Since
the electron spin is strongly coupled to the environment, a two-temperature mean-
field approach was proposed by Merkulov [44]. We extended the two-temperature
approach to a fully quantum-mechanical treatment. We developed kinetic rate
equations for the two-temperature scenario that reproduce the exact thermodynamic
solution in the case of equal temperatures. From the rate equations, we obtain
an analytic temperature line for the polaron formation, which coincides with the
mean-field critical temperatures in certain temperature regimes. We derived a
Fokker-Planck equation in the limit of large nuclear spin baths which implies
that the polaron formation is a crossover phenomenon that becomes sharper for
asymmetric temperatures. In this thesis, we restricted ourselves to the nuclear-spin
polaron formation in a single QD. However, we expect that the inter-QD interactions
have a significant influence on the polaron formation in a QD ensemble as they allow
for long-range order or geometric frustration depending on the sign of the coupling
constants. Since this complex spin system can no longer be treated exactly, we
propose to extend the QJ-SCA developed in this thesis by a temperature-dependent
spin-flip rate to efficiently address the polaron formation in an interacting QD
ensemble.

In this thesis, we developed a versatile understanding of the inter-QD interactions
in self-assembled QD ensembles. However, many questions remain open. The
semiclassical approach developed allows for studying large spin systems but, by
construction, prevents the formation of quantum entanglement. A systematic
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extension of the SCA including quantum corrections that allow for quantum effects
beyond the single-spin level is desirable.
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