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Abstract

The K-sign depth (K-depth) of a model parameter 6 in a data set is the relative number
of K-tuples among its residual vector that have alternating signs. The K-depth test based on
K-depth, recently proposed by Leckey et al. (2019), is equivalent to the classical residual-based
sign test for K = 2, but is much more powerful for K > 3. This test has two major drawbacks.
First, the computation of the K-depth is fairly time consuming, and second, the test requires
knowledge about the quantiles of the test statistic which previously had to be obtained by
simulation for each sample size individually. We tackle both of these drawbacks by present-
ing a limit theorem for the distribution of the test statistic and deriving an (asymptotically
equivalent) form of the K-depth which can be computed efficiently. For K = 3, such a limit
theorem was already derived in Kustosz et al. (2016a) by mimicking the proof for U-statistics.
We provide here a much shorter proof based on Donsker’s theorem and extend it to any K > 3.
As part of the proof, we derive an asymptotically equivalent form of the K-depth which can be
computed in linear time. This alternative and the original implementation of the K-depth are
compared with respect to their runtimes and absolute difference.

MSC 2010 Subject classifications: Primary 62E20; secondary 62F05, 62F35

Keywords: distribution-free test, K-depth test, K-sign depth, linear runtime, outlier robustness,
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1 Introduction

Let Ry(6),...,Rn(6) be real-valued residuals for a model with model parameter 6 satisfying
P(R,(0) = 0) = 0 for the true underlying parameter. For K € N\ {1}, the K-sign depth (K-
depth) of Ry(0),..., Rn(0) is defined as

di (R1(0),. .., Rn(0)) (1)

K K
~ ) ( 1{ Ry, (0)(—=1)* > 0} + [ ] 1{Rn, (O)(—1)* < 0}> ,
k=1 k=1

(I]\(]) 1<n;<...<ng <N

where 1{} denotes the indicator function. Hence, the K-depth is the relative number of K-tuples
of the residuals with alternating signs. In several models for time series and several generalized
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linear models, it can be assumed that the residuals R;(0),..., Ry (0) are independent with median
Med(R,,(0)) = 0 if § is the true underlying parameter. Under such assumptions, the K-depth can be
used for testing hypotheses of the form Hy : 6 € ©y where O is an arbitrary subset of the parameter
space: the so-called K-depth test rejects Hy if the maximum K-depth of Ry(6),..., Ry(0) with
0 € Oy is smaller than a critical value, i.e. there are not enough sign changes in the residuals of the
null hypothesis. Leckey et al. (2019) showed that this K-depth test is equivalent to the classical
residual-based sign test for K = 2 and is much more powerful for K > 2. Since it is based on signs,
it is outlier robust.

Moreover, a two-sided version can be used to test simultaneously the independence of the resid-
uals and Med(R,,(0)) = 0 since a too large K-depth, i.e. too many sign changes in the resid-
uals, indicates negatively correlated residuals, whereas a too small K-depth indicates not only
Med(R,,(8)) # 0 but also positively correlated residuals. In particular, Leckey et al. (2019) noted
that a modification of the two-sided version can be considered as a generalization of the runs test
given by Wald and Wolfowitz (1940), see e.g. Gibbons and Chakraborti (2003), pp. 78-86.

An important condition for a powerful K-depth test is an appropriate ordering of the residuals
R1(0),...,Rn(0). For time series or for generalized linear models with one quantitative explanatory
variable, the natural ordering is appropriate. If no natural ordering exists, appropriate orderings
can be defined as Horn and Miiller (2020) demonstrated for multiple regression.

There has been two open problems: One is the determination of the critical values of the test
for large sample sizes N and the other problem is the ©(N¥) time complexity when calculating
the K-depth. Both are solved in this paper.

At first note that K-depth for residuals belongs to the big class of depth notions developed
after Tukey (1975) introduced the half space depth. Many of these depth notions concern the
deepness of data points in R? like Oja depth (Oja, 1983; Chen et al., 2013), simplical depth (Liu,
1988, 1990), Mahalanobis depth (Liu and Singh, 1993; Hu et al., 2011), projection depth (Zuo,
2003, 2006), or zonoid depth (Mosler, 2002; Liu et al., 2019). Other depth notions concern the
depth of distributions as considered by Dong and Lee (2014) or of functional data as considered by
Lépez-Pintado and Romo (2007, 2009); Claeskens et al. (2014); Lépez-Pintado et al. (2014); Nagy
and Ferraty (2019).

However, the K-depth for residuals belongs to the depth notions for model parameters first
introduced by Rousseeuw and Hubert (1999). They defined the regression depth of a regression
parameter 6 € RP via the residuals given by 6. Instead of residuals, other quality measures like
general likelihood functions can be used as proposed by Mizera (2002); Mizera and Miiller (2004);
Miiller (2005); Denecke and Miiller (2011, 2012). Unfortunately, the complicated computation of
the regression depth and their extensions is a crucial drawback.

The K-depth first appeared as a simplification of the so-called simplicial regression depth. This
depth notion is a combination of the regression depth of Rousseeuw and Hubert (1999) and the
simplicial depth of Liu (1988, 1990). It defines the depth of a p-dimensional parameter 6 as the
relative number of (p + 1)-tuples of residuals that have a positive regression depth. Under certain
conditions given in Kustosz et al. (2016b), a positive regression depth of a (p+ 1)-tuple of residuals
is equivalent to alternating signs. Hence the simplicial regression depth coincides with the (p + 1)-
depth given by (1) in many applications. Note that the K-depth in its general form also works for
other choices than K = p + 1 when considering a p dimensional parameter 6.

When using the K-depth for testing, a critical value is needed. For small sample sizes N, the
critical value of the K -depth test can be calculated by determining the K-depth for all of the 2V
possible sign constellations. For larger sample sizes, it is way more efficient to use the quantiles of an



asymptotic distribution of the K-depth. The derivation of asymptotic distributions of depth notions
and depth estimators is not easy, see e.g. Bai and He (1999); Wang (2019). However, almost all
simplicial depth notions have the advantage that the depth statistic is a U-statistic which was used
in Diimbgen (1992); Arcones and Gine (1993); Arcones et al. (1994). Unfortunately, the U-statistic
is degenerated in several cases which makes it harder to derive limit theorems, see Miiller (2005);
Wellmann et al. (2009); Wellmann and Miiller (2010b,a). Some simplicial depth notions based on
likelihood depth are not degenerated U-statistics but with the price of providing biased estimators,
see Denecke and Miiller (2012). The statistic given by the K-depth has the additional disadvantage
that it is not a classical U-statistic since it is influenced by the order of the residuals and thus its
kernel is not symmetric for K > 3. In the particular case of an explosive AR(1) regression with two
unknown parameters, Kustosz et al. (2016a) provide a limit theorem for the 3-depth by mimicking
the classical proof for U-statistics. The resulting asymptotic distribution is given as an integrated
two-dimensional Gaussian process. Note that the limit theorem provided by Kustosz et al. (2016a)
is not restricted to AR(1) models since the proof only relies on having independent residuals with
signs that are uniformly distributed on {—1,1}. However, the proof is restricted to the 3-depth,
i.e. K-depths with K # 3 are not covered.

Here, we provide a much shorter proof by using Donsker’s theorem (see e.g. Billingsley, 1999,
Theorem 14.1). This also yields a slightly different representation of the asymptotic distribution
based on a standard Brownian motion rather than the two-dimensional Gaussian process in Kus-
tosz et al. (2016a). Moreover, we extend this proof to any K > 3. Finally, our proof yields an
asymptotically equivalent form of K-depth which can be computed in linear time for all K > 3
instead of the ©(NX) time needed for any simplicial depth based on subsets with K observations.

The paper is organized as follows. Section 2 provides the derivation of this asymptotic distri-
bution. In Section 3, the asymptotically equivalent form, which can be computed in linear time, is
derived and the exact K-depth is compared to the asymptotically equivalent form. The comparison
is based on the absolute differences between the two statistics and their runtimes when considering
randomly generated signs as an input. In Section 3.2, we present a plot of the densities of the
asymptotic distributions for K = 3,4,5 and describe how the quantiles can be computed.

Notation. 1 4(t) = 1{t € A} denotes the indicator function, i.e. 14(t) =1ift € Aand 14(¢t) =0
ift ¢ A. For real numbers z, y, let Ay := min{z, y} and zVy := max{x, y}. Moreover, the sign of a
real number z is denoted by ¥ (z) = 1{x > 0} — 1{z < 0}. We use the standard Bachmann-Landau
symbols: For sequences (an)n>1 and (bp)n>1, an, = O(by,) denotes the existence of a constant C > 0
and an integer ng such that |a,| < C|b,| for all n > ng. Moreover, a, = o(b,) denotes that
apn/bn, — 0 as n — oo. Finally, a,, = ©(b,) denotes that both a,, = O(b,) and b, = O(ay).

2 The asymptotic distribution of K-sign depth

Since only the asymptotic distribution of the residuals for the true underlying parameter 6 is needed
for the critical value of the K-depth tests, we now use the notation E, = R, () forn=1,...,N.
Hence we have the following assumptions:

Eq, ..., Exn are independent, (A1)

P(E, >0)=P(E, <0) = % for all n € N. (A2)



The main goal of this article is to derive a limit theorem for the K-depth of Fy, ..., Ex as N tends
to infinity. As already stated in (1), the K-depth, K > 2, is defined as

dx(Ey,...,ENn) =

1 K K
- > ( H{Ep, (-1)% > 0} + [[ 1{En, (-1)F < 0}) .
k=1 k=1

(Il\g) 1<n;<...<ng <N

Section 2.1 provides the main theorem (Theorem 2.2) with the asymptotic distribution and a
second theorem (Theorem 2.3) from which Theorem 2.2 is deduced. Since the proof of Theorem 2.3
needs several lemmas, its proof is given in Section 2.2.

Remark 2.1. Note that a well defined ordering of the residuals is crucial for the definition of the
K-depth. The chosen ordering has a large impact on the power of the resulting test and thus should
be adjusted to the model. For time series, usually the chronological ordering of the observations in
the process is the canonical choice. If a regression model is given only by one univariate explanatory
variable then often the ordering with respect to this variable is a good choice. If the explanatory
variable is multi-dimensional then data driven orderings as proposed by Horn and Miiller (2020)
can be used.

2.1 Asymptotic distribution

A limit theorem for the normalized K-depth can be achieved under fairly general assumption on
the residuals. Our limit theorem holds for random variables (residuals) (E,),>1 satisfying the
assumptions (A1) and (A2) from the previous section:

Theorem 2.2. Let K > 3. If Ey,...,Ey satisfy (Al) and (A2) then, as N — oo,

K-1
N <dK(E17...,EN) - (;) ) L W (W)

where W = (Wi)¢ejo,1) denotes a standard Brownian motion and

U3(W) = Z (1 - /Ol(W1 - 2Wt)2dt> ,

Vg (W)

_ —4(KK!4)! /_10.5 /tt+o.5 (; e S) o (Wen1 = Wivo)? = ((s A1) = (£ V 0))) dsdt

VO

K 1 =05 /q K-4
o S s—t W, (W, — W,)dsdt, K > 4.
s ), (3remt) W woa e

The proof of Theorem 2.2 is done in two steps. In a first step, we rewrite the normalized K-depth
as a function of the associated random walk given by

[¢N]

> W(En), ¥(E,) =1{E, >0} -1{E, <0}, te0,1], (2)

n=1

1
Wtjv = ﬁ



with the convention W/ = 0 for t < 1/N. Afterwards we apply Donsker’s invariance principle in
combination with the continuous mapping theorem to obtain the limit law of the K-depth. Since
the first step is much more tedious, we only state the resulting representation in the theorem below
and defer its proof to the next section.

Theorem 2.3. Let Ey,..., Ex be random variables with P(E,, # 0) = 1 and let WY be as in (2).
Moreover, let Uy be as in Theorem 2.2. Then, almost surely,

2
N <d3(E1, .. En)— i) = (]\7—1];[(]\7—2)\1]3 (WN).

If By, ..., EyN satisfy (A1) and (A2) then, for all K >4, as N — oo,

K—1
N (dK(Ela---7EN) - (;) ) = W‘I’K (WN) +op(1),

where op(1) denotes a random variables which converges to zero in probability.

We end this section by deducing Theorem 2.2 from Theorem 2.3. Some potential generalizations
of the limit theorem are given in Remark 2.4 at the end of the section.

Proof of Theorem 2.2. Recall that W = (W});c[0,1] denotes a standard Brownian motion. By The-
orem 2.3 and Slutsky’s Theorem, it is sufficient to show that

T (W) -4 O (W), as N — oo,

where WY = (W} )ie[0,1) is defined as in (2). First note that Donsker’s invariance principle for
cadlag processes (Billingsley, 1999, Theorem 14.1) yields that

d
WN S W, as N — oo,

with respect to the Skorokhod topology. By the continuous mapping theorem and the fact that W
is almost surely continuous, it is therefore sufficient to show that the function Ug : D[0,1] — R is
continuous in f for all f € C[0, 1], where D[0, 1] denotes the set of all cadlag functions on [0, 1] and
C[0,1] denotes the set of all continuous functions on [0, 1].

To this end, let (f,)n>1 be a convergent sequence in D[0, 1] with a continuous limit f. Note
that if f is continuous then the convergence to f in the Skorokhod topology implies (Billingsley,
1999, p. 124)

li n oo =0, h n oo = n(t) — F(E)[-
Jim [[f = /1l where [|fn = flloo = max |fn(t) = f(2)]

Since f is a bounded function, || f|lcc < C for some constant C' > 0 and all sufficiently large n. In
particular, the dominated convergence theorem implies

1
lim
n— o0 O

(fn(l)_an(t))2dt:/ lim (fn(l)_an(t))th:/O (f(1) = 2f(t))%dt

0 n—oo

and hence ¥3(f,) — U3(f) as n — oco. Essentially the same arguments yield ¥ (f,) — Y (f) as
n — oo for K > 4. Therefore Uk is continuous in f for f € C[0, 1] and the assertion follows. O



Remark 2.4. Note that the first identity in Theorem 2.3 for K = 3 holds without assuming (A1)
and (A2). Hence, if (E,),>1 is an arbitrary sequence of random variables such that

PE,#0)=1 forn>1,

WNi>/W/ as N — oo

with WY as in (2) and a process W with continuous paths, then the convergence in Theorem 2.2
still holds for K = 3 after replacing ¥3(W) with \IJ3(W) In particular, we may discard the assump-
tion (Al) and may consider a stationary process (E,),>1 with some (sufficiently fast decreasing)
dependence structure. Then W still converges to a Brownian motion under suitable assumptions,
see (Billingsley, 1999, Theorem 19.1 and 19.2) for more details. Hence the limit quantiles are still
a fairly good approximation in applications where some local dependence structure between errors
(Epn)n>1 can occur. Note that a correct approximation might require a proper rescaling by a factor
o2 though, see (Billingsley, 1999, Theorem 19.1).

2.2 Proof of Theorem 2.3

This section contains the missing proof of Theorem 2.3, that is the transformation of the rescaled
K-depth to a function of the associated random walk. We start with an outline of the proof. Recall
that the rescaled K-depth is given by

N (dK(El, o En) - (;)IH) . (3)

Step 1. Rewrite the rescaled K-depth as a polynomial in (¢(E4),...,¥(EN)). This part of the
proof is fairly easy when observing that 1{z > 0} = (¢)(x) + 1)/2 for all  # 0. The resulting
representation is given in Lemma 2.5.

Step 2. Show that all terms of the polynomial (Step 1) with degree larger than two are asymp-
totically negligible as N — oo. This reduces the representation to a sum of pairs ¥(Ey,, )¥(E,,)
over ni,no. The convergence of the higher degree monomials is stated in Lemma 2.6 whereas the
resulting representation in terms of a degree two polynomial is given in Lemma 2.7.

Step 3. After simplifying the polynomial from the previous step (Lemma 2.8), it only remains to

transform | | Koo ( " )
1 Ngo — N1 B ’l/) En1 ¢ En2
2 <2 N ) N

1<mi#na <N

into a function of the associated random walk W . This mainly involves transforming the leading
factor (% — |"2N;"1|> in order to split the double sum into a product of two sums (which can be
represented via WY). More precisely, we rewrite this leading factor using an integral representation
stated in Lemma 2.12. This leads to a new representation (Corollary 2.13 for K > 4 or (12) for

K = 3) in which the integrand can be expressed in terms of W¥ | yielding the assertion stated in
Theorem 2.3.

The remainder of this section contains the full proof details of the outline above. Some calculations
(for steps 1 and 2) coincide with proofs in Leckey et al. (2019). In that case, proof details are



omitted. Rewriting the K-depth in terms of the signs (¢(E1),...,¥(FE,)) is based on the following
identity.

Lemma 2.5. For every K > 2 and x1,...,2x € R\ {0},

K K 1 K—-1
H 1{zp(-1)* > 0} + H 1{z(-1)* <0} — (2>
k=1 k=1

1 K-1 2L
_ (2> Z (_1)i(1)+...+i(2L) H ¢($z(g))
j=1

L=11<i(1)<...<i(2L)<K
where Y(x) denotes the sign of z, that is ¥(x) := 1{x > 0} — 1{z < 0}.

Proof. The identity is based on 1{zx > 0} = (¢¥(z) + 1)/2 and ¢(—x) = —(z) for all  # 0. The
full proof for Lemma 2.5 is given in (Leckey et al., 2019, Lemma 2). O

Note that if P(E, # 0) =1 for all n € N then Lemma 2.5 yields almost surely

N (dK(El, o Ey) — (;)IM)

y o o1 @)
IEEIE 2D ST D DR | L

K 11<i(1)<...<i(2L)<K 1<n;<..<ngx <N j=1

ﬁ
wlx

The next step is to show that the summands for L > 2 are asymptotically negligible (note that
these summands only occur for K > 4).

Lemma 2.6. Let K > 4. If (E,)n>1 satisfy (Al) and (A2) then, as N — oo,

,_
SE
[

2L
N . . »
[ _1)¢(1)+...+i(2L)
D 22 e e L) 0
=2 1<i(1)<...<i(2L)<K 1<n1 <...<ng <N j=1

Proof. The proof is based on computing the variance and using Chebyshev’s inequality to obtain
the convergence in probability. A full proof is given in (Leckey et al., 2019, Theorem 1). Also see
Lemma 2.9 below for a similar proof strategy. O

Lemma 2.6 in combination with (4) yields the following representation:

N (dK(El, ..Ey)— (;)I“)

N ) )

:W ) Z Z (_1)1(1)+1(2)w(En,1(1))w(E’n,;@)) + OP(]‘)
1<i(1)<i(2)<K 1<m <...<ng <N

Note that for K = 3, this equation holds almost surely even without the op(1) term. We continue

the proof by replacing the sum over n; < ... < nx with a double sum involving only n;(;) and

nji(2)- This can be done by counting the number of choices for {n;;j ¢ {i(1),i(2)}} when n,) and

n;2) are fixed. We obtain the following identity.



[1]2] . [ =1 mig [ni+1 ] | i =1 [ [ +1]...[ N |
ni1y — 1 . N2y — Ny(1) — 1 . N —n; .
(2(1) B 1) choices <z(2) (1) - 1) choices <K2(2)) choices

Figure 1: Number of possible choices for {n;;j < i(1)} (left), {n;;i(1) < 7 < i(2)} (middle), and
{nj;7 >i(2)} (right) for fixed i(1),4(2),n;(1), M4(2)-

Lemma 2.7. Let K > 3. Then
Z Z (_1)i(1)+i(2)¢(E’ni(1) )QZ)(ETH(Q))

1<i(1)<i(2)<K 1<ni1<...<ng <N
K-2
1 \n17n2|71 Nf\n17n2|fl
=—= > E En,) > (-1)7 .
1<ni1#n2<N J=0

Proof. In the first part of the proof, we fix 1 < i(1) < i(2) < K. The aim is to reduce the inner

sum over nq,...,ng to a sum with only two indices of the following form:
Z ¢(Eni(1>)1/f(Eni<2)) = Z K(ni(l)v nz‘(z)W(Enm)W(Eni(z))
1<n1<...<ng <N 1<n;1)<ni@2) <N
with suitable constants x(n;(1),n42)) = K(N, K,i(1),i(2),n1),ni2)). These constants can be

obtained by counting the possible choices for {n;;j & {i(1),i(2)}} when n;) and n,) are fixed.
After counting these possibilities as depicted in Figure 1, we obtain using J = (2) — (1),

e = (5522 (i~ ) ()
() e ) o

Recall that z A y = min{z,y} and 2 V y = max{z, y} for 2,y € R. Then (5) implies

Z (_1)i(1)+i(2)¢(Eni(1))w(Enz:(z))

1<n;<...<ng <N

- 3 (= 1y (M 1) (i)~ = 1)
i(1)—1 J—1

1<n;1)<ni@2)<N

N —nie)
Cal L

-5 P (o T (T (et 7 ete)

where the last equation holds by symmetry between ni,n, and by (—1)**t? = (=1)2% for a,b € N.
It remains to sum this result over i(1) < i(2) to obtain the assertion. Note that rather than



summing over i(2) directly, we may sum over J =1,..., K —1 and i(1) = 1,..., K — J and set
i(2) = i(1) + J. We obtain

) Yoo () OFOG(E, (E,,)

1<i(1)<i(2)<K 1<n; <...<nxg <N

K-1 K—J Z ((nl/\nQ)—l)(|n1—n2|—1)x
J=14(1)= 1<ni#na<N i1) -1 J-1
N — (Tl1 \/ng)
K—il)-J

)wEm)w(En».

To simplify this expression, note that Vandermonde’s convolution (see e.g. Gould and Srivastava,
1997) yields

(m ;r n> _ Z <7]Z) (r f k>’ for all integers m,n,r > 0. (6)

k=0

After changing the order of summation by swapping the sum over n; # ng with the sum over i(1),
we obtain for any fixed J,n1,n9 as an inner sum

ol G [ i [ i) RENEES
s (75 ) 32, () ()

(B V() (|n1 (—]Tl— 1> (N —(m \/[?2_) }r (_ni Ang) — 1)7

in which the last equality uses (6) and the substitution k¥ = (1) — 1. Since (ny V ng) — (n1 Ang) =
|n1 — ng|, the summation over J and ni,nsy yields that

> S () OHOY(E, ) (E,)

( ) 1(2)<K 1<ni<...<ng <N
K—

|n17n2|71 N7|n17n2|71
Z:j > w(Emw(Enz)( 71 ko1 )

1<ni1#ns<N
The assertion follows after substituting J=J—-1and swapping the order of summation. O

The next step is to simplify the inner sum over J in Lemma 2.7. To this end, let the K-th
falling factorial of N be denoted by (N)g, that is

N!

<N>K:m-

The previous transformations and the asymptotic (],\g[ ) = Nk—f + O(N*~1) for bounded k as N — oo
yield the following representation of the normalized K-depth:



Lemma 2.8. Let K > 3. If (A1) and (A2) hold then, as N — oo,

N (dK(El,...,EN) - (;)IH)

_ONK K(K-1) 1 fng —ma |\ 7% (B, )¥(En,)
w2 ) v

+op(1). (7)

1<ni#nz <N

For K = 3, equation (7) holds for any sequence (Ey,)n>1 with P(E, # 0) =1 and is an almost sure
equality without the op(1) term.

Proof. First recall that a combination of (4), Lemma 2.6, and Lemma 2.7 yields

N (dK(El,...,EN) - (;)IH)

= - NN Z '@[J(ETH)’(/}(E?m)X

2K(K) 1<ni#na <N
K—-2
|n1—n2\—1 N—|TL1—77,2‘—1
> (M) A i RG]
J=0

Note that (JZ) = N*¥/k!' + O(N*~1) for bounded k. This can be seen, e.g., after rewriting (]Z) =
(N)/k! and using N¥ > (N);, > (N — k), and, by Bernoulli’s inequality (Carothers, 2000, p. 9),

(N —k)k = N*(1 —k/N)k > N*(1 — k?/N) = N¥ — k2NF-1,

In combination with |n; — ns| < N, we thus obtain

(nl —ng| - 1> _ (In1a —ma| = 1)’ O,

J J! 8)
N —|ny—ng| =1\ (N —|ng —ng| —1)F277 K—3-J
< e > TeTE + O(NK=3=T),

forall J =0,...,K—2and ni;,ny =1,...,N. Note that the constant in the O-term can be chosen
to be, e.g., K? and hence does not depend on J,ny,ns. In particular, (8) implies

|n17n2\71 N*|TL1*’H,2‘*1
J K-2-J

_(jm = mno| = )7 (N = |ng —mp| - K2/ K-3
_ & e T +O(NE3)

:([(1—2)'<KJ— 2)(|n1 - n2| - ]_)J(N — ‘nl — n2| _ 1)K—2—J +O(NK_3),

10



Plugging this approximation back into the sum over J yields
K—2

Z(1)‘,<|n1 f;2| - 1> <N }(\n_l;f?}f 1>

J=0

1 K=2 ;0o g , L )
:Mg( 7 >(—(|n1—n2—1)) (N = |n1 —no| = D277 4 O(NF )

_ (V- 2(;1—27)1!2|)K_2 +O(NK=3),

in which the last equality holds by the binomial theorem. Thus

N (dK(El, ..Ey) — (;)I“)

_ N (N—2|n1—n2|)K_2 .
- 2K (%) 1§n§7:lz§Nw(Enl)w(En2) (K - 2)! + RN + P(l) (9)

where

RN = Z ’(/)(Enl)w(Enz)éN(nl,ng) with 6]\[(”1,”2) = O(N_Q).
1<ni#n><N

As proven formally in Lemma 2.9 below, one can bound the variance of Ry to show that Ry o
as N — oo. Equation (7) then follows from (9) after rewriting

N (N)k K—2 Kangk—2 (1 |n1i—nol fe
= N —2ny — —oK-2)y -t .
(K) gy and = mal) 2 N

Finally note that for K = 3, all equalities hold almost surely (without the op(1) error) since only
the summand for L = 1 in (4) occurs (hence we do not need to apply Lemma 2.6) and since (8)
holds without the O-terms if K =3 and J € {0, 1}. O

Lemma 2.9. Let {ex(ni,n2); N € N;ny,ng € {0,...,N}} be a family of real numbers and let

Ry = Z ¢(En1)¢(Enz)€N(”17”2)

1<n1#na <N

Ifen(ni,ne) = O(N™2) and (E,)n>1 satisfies (A1) and (A2), then Ry £0as N — .

Proof. First note that (A1) and (A2) imply E[¢(Ey, )Y (En,)] = 0 for ny # ne. Hence
E[Rn] = 0.

Thus, by Chebyshev’s inequality it is sufficient to show that

lim Var(Ry) = 0. (10)

n—oo

11



To this end, note that (A1), (A2) and (¢())? = 1 imply for nq # ny and 7y # 7o that

1, if {nl,ng} = {’fll,’flg},

0, otherwise.

E[¢(En, )¥(En, )¢ (Eay )Y (Eny )] = {

Hence, ey (n1,n2) = O(N~2) implies ex(n1,n2)? = O(N~—*) and thus
ERY =2 Y (en(n1,m2))*> =0, as N — oc.
1<ni#n2<N
Therefore (10) holds and Chebyshev’s inequality yields the assertion. O

For K = 3, the identity in Theorem 2.3 can be deduced from (7) in the same way it is done
in Kustosz et al. (2016a). We will end the section by first summarizing how the case K = 3
works. Afterwards, we prepare some additional transformations in Lemma 2.12 and Corollary 2.13
to finally prove Theorem 2.3 for K > 4.

To this end, recall that the associated random walk WY is defined as

[¢tNV]

! > (B, teo1], (11)

VN
and that the statement of Theorem 2.3 for K = 3 is as follows:
Theorem 2.10. Let WY be as above and let

Ty (W) = % <1 - /OI(W{V - 2ng)2dt> :

Furthermore, let Ey, ..., Ex be random variables with P(E,, # 0) = 1. Then

WtN =

1 N2
N <d3(E1, ..., En)— 4) = mwg(WN) almost surely.

Proof. By Lemma 2.8 it is sufficient to show that, almost surely,

_g Z <]' _ |TL2 — nl) ¢(En1)w(En2) _ \Ilg(WN)

2 N N
1<ni#n2<N

First note that since (¢(FE,))? = 1 almost surely for all n,

3 (1 2 ml) U (En, )Y (En,)

1<n#na<N N N
N
-y (i- [n2 = na|\ ¥(En )Y (En,) 1
L \2 N N 92’
ni,na—

In order to separate the sum over ny and ns, note that for all ny,ny < N

|TL1 o nQ‘ 1.5
N - 1- L0505 —n1/N)L_os5.05)( —n2/N)dt, (12)
5
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see also Kustosz et al. (2016a). Plugging this identity into the sum and exchanging sum and integral
yields

i <1 [ — n) Y(En, )(En,)

2 N N

ni,ne=1

1.5 N E, E,
= _% (WfV)Q + [0 . Z L—0.5,0.5)t —n1/N)L_o5,0.5)( —n2/N) % dt.

2 ni,ne=1
Finally note that 1[_g.5,0.5)(t — n1/N)1[_0.5,0.5)(t — n2/N) = 1 if and only if

[((t—=0.5) VO)N] +1<ny <[((t+0.5) A1)N],
L[((t—=0.5) VO)N| +1 <ny < [((t+0.5) A1)N].

Hence we obtain

1.5 N
En, )U(E,
/ Z Ti—0.5,05)(t = n1/N)L[_0.5,0.5)(t —n2/N) % dt
—0.5 ’I’L1,7'L2:1

L((t+0.5)AL)N |

Y(En ) (En,)
— N ¢

/145
=05 1 na=[((t=0.5)VO)N | +1
NS N N
2

= /05(W(t+0.5)/\1 - W(t—o.s)vo) de

1
= [ OV 0 W

0

in which the last equality holds by splitting the integral into the ranges [—0.5,0.5] and [0.5,1.5],
substituting ¢ = ¢ + 0.5 in the first part and ¢ = ¢ — 0.5 in the second part. In summary, we have
shown that

|
oo

3 <1 _Ine N”1|> ¢(En13\1/_/)(Enz)

1<n1#n2<N

3 3 [t
F3OV =3 [ v o - ar

_3
4
3 ' N2 N N2 N2
=7 (1= [ 20 w2007 =W, VA A
0
Therefore it only remains to show that
2(WN) 20 = W) = ) = (Y —2Y)’, te ol

This equality can be obtained by simplifying the left-hand-side using the binomial theorem. O

It remains to prove Theorem 2.3 for K > 4. Recall that the statement for K > 4 is as follows:

13



Theorem 2.11. Let WY be as in (11) with (E,)n>1 satisfying (A1) and (A2). Let
\I/K(WN)

= K 4 /Os/tmd( +ts>K4((W9M W2 = (s A1) = (tV0))) dsdt

t—0.5 K—4
/ / ( s—t) WY WY —wWlN)dsdt, K >4.

Then, for all K >4, as N — o0,

N(dK(El,...,EN)— (;) _> W\I’K (WN) +op(1).

The only major difference in the proof compared to K = 3 is that a transformation of (0.5 —
|ng — n1|/N)E~2 based on (12) becomes more tedious if K > 4. We will therefore replace (12) by
another identity based on the following observation.

Lemma 2.12. Let ¢ < d and let J > 2. Then, for all a,b € [c,d],

(b—a) ) / / V21 s > a}1{t < b} + (s — 1)’ 21 {s > bH{t < a}dsdt.

Proof. We first consider the case a < b. By computing the integral on the right hand side it is easy

to check that
(b—a)’ J—1) / / ) 2dsdt. (13)

Note that 1{s > b}1{t < a} =0 for all s < ¢ since a < b. Hence
/ / )72 s > a}1{t < b} + (s — )" 2 1{s > b}1{t < a}dsdt
/ / )7 "21{s > a}1{t < b}dsdt

. /a /a (t — 5)7~2dsdt

and the assertion for a < b follows from (13). Now consider the case @ > b. Then 1{s > a}1{t <
b} =0 for all s < ¢ and thus

/ / V21 {s > a}l{t < b} + (s — )7 21 {s > b}{t < a}dsdt
:/ / (s — )721{s > b}1{t < a}dsdt

/ / )/ ~2dsdt.

The assertion once again follows from (13) after exchanging the roles of a and b and noting that
(b—a)! = (-1)’(a —b)’. O
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Corollary 2.13. Let N € N, ny,ng € {1,...,N} and J > 2. Then

1 no — N1 J
2 N

1 t4+0.5
=J(J—1) [0 5/0 05+t —8)" 72 1{s > ny/NI{t < ny/N}dsdt

1 pt—0.5
+J(J - 1)/05/0 0.5+ s —1)" 2 1{s > ny /N}I{t < ny/N}dsdt.

Proof. Let b=0.5+n;/N and a = ny/N. Since a,b € [0,1.5], Lemma 2.12 yields

<; _ ”2;[”1)J —J(J-1) /01'5 /Ot (t = 5) 2 1{s > na/N}L{t — 0.5 < ny /N }dsdt

1.5 pt
. 1)/ / (s— )72 1{s — 0.5 > n1 /NI {t < na/N}dsdt.
0 0
The assertion follows after substituting f = ¢ — 0.5 in the first integral and 5 = s — 0.5 in the second
integral and adjusting the integration limits to areas where the integrand is nonzero. O

Proof of Theorem 2.11. By Lemma 2.8 it is sufficient to study the sum in (7), that is it only remains
to show that

K(K -1) U s\ (B 0By N
R 1§n§2§N ( N > N = V(W) +op(1).

Note that by (a) symmetry and (b) Corollary 2.13

1 |—|>K (B )Y (Ens)
1<n1¢zn2<N ( N N
(i) 2 Z <1 ng — n1>K_2 'll)(Ern)qu)(Erm)

2 N N

1<ni<n2<N

ok —2)(K - 3) /10 i /OHO'S 0.5+t — ) 1SN (s,t)dsdt (14)

+2(K — 2)(K — 3) /Olr /Ot_o'5 0.5+ s — 1) 1SN (s,t)dsdt (15)

where

SVs,ty= > I{s>ny/N}M{t< nl/N}%,

1<ni<na<N
with —05<t<1,0<s<t+40.5,

Sfst)= Y ﬂ{sznl/N}n{Kng/N}%,

1<n;<na<N
with 05<t<1,0<s<t—0.5.
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Next note that S{¥(s,t) = 0 for s <t and that for 0 < ¢ < s < 1, again using symmetry in (a) and
using ¥(E,)? =1 a.s. in (b),

[sN] [sN]
E.)U(En,
SN = Y S A <y YO En)
n1=[tN|+1no=[tN|+1
[sN] [sN]
a 1 E'n,1 En2
(:)5 Z Z 1{ny # no) P( ])\sz( )

771:LtNJ+1 nz*LtNJ-‘rl

® 1 V(En, )Y (En,)  |sN] — [tN]
2 Z Z N - 2N :
n1=[tN|+1na=[tN]+1

Finally note that SV (s,t) = SN (1,t) for s > 1 and SV (s,t) = SV (s,0) for t < 0. Hence, we obtain

SN (s.1) = s > 1) (WD~ W) — (s A1) — (£ 0))) + (1) (16)

For SY¥(s,t) note that s < t, n;/N < s and ny/N > t already imply n; < ny. Hence,

LsN]

Y(En, ) (En,)
Sy (s,t) =) Z N =Wl WY -wp). (17)
ni= 17’L2 LtNJ+1
Plugging (16) and (17) back into (14) and (15) yields the assertion. O

3 Implementation and quantiles

This section focuses on practical aspects of the K-depth. Firstly, we present an algorithm that
computes the asymptotic equivalent version of the K-depth in linear time and compare the run-
times of this algorithm and a “naive” implementation. In the second part, we describe the limit
distribution and explain how its quantiles can be computed for tests based on the K-depth. We
use the software R in the following computational applications, see R Core Team (2019).

3.1 Implementation of the K-depth in linear time

A major drawback of the K-depth is its high computational effort when implementing the sum over
1<n; <...,ng <N directly using K nested loops, hence leading to a runtime of order ©(N*).
This implementation will be referred to as the naive implementation.

The representation in Theorem 2.3 can be used to speed up the computation significantly:
Instead of computing the depth dg (FE1, ..., En) or its rescaled version in (3) directly, it is sufficient
to compute W (W) instead and obtain the K-depth (asymptotically) using the equality stated
in Theorem 2.3. The value for ¥ (W), however, can be computed in linear time as discussed
below. We start with the case K = 3 to keep the implementation as simple as possible.

First note that the random walk W is piecewise constant by definition. Hence, the integral in
Theorem 2.10 becomes

S~
3
|
3
Ngl
E
k=
2
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The remaining sum can be computed in linear time as follows. At first, compute the vector
(W,?;N)kzow,]v which is essentially the cumulative sum of ¢/(E1),...,¥(E)) and thus can be de-
rived in linear time. Then compute (W}¥ — QW,JC\; ~)k=o0,....~n and finally take the sum of the squared
entries of that vector. Each step requires a total of O(N) operations, adding up to an algorithm
with linear runtime. Since W3(W?¥) can be computed from this integral in constant time, we thus
obtain an algorithm for W3(W?") (and hence d3(E1, ..., Ey)) with linear runtime.

Linear implementation of the K-depth (general K). For K > 4, the calculations in
this paper can be used to compute an asymptotically equivalent form of the K-depth in linear
time. We first summarize how such an algorithm can be implemented and discuss its correctness
afterwards. When neglecting the op(1)-term in Lemma 2.8, an asymptotically equivalent value of

N (dK(El, . EN)— (1/2)K_1) can be computed as follows:
1. For 5 =0,..., K — 2, compute:

i

S; = (S;(1),...,8;(N)) with S;(n) ;:Z() W(E;) for n=1,...,N.

, N
i=1
K-2 N i
~ K-2\/1 nY
2. Compute: S := ; 7; ( j ) (2 - N) Y(E,)Sk—2-j(n—1).
K—2 _ _
3. Return: — Ki\i ~K(K D) - S.
Hn:l (N - Tl) 2

Note that computing S; for all j = 1,..., K — 2 in advance enables us to compute S in Step 2
in linear time and thus leads to an algorithm with time complexity O(N). Due to its linear time
complexity, we refer to this implementation as the linear implementation. In order to see that

this algorithm indeed yields N (dK (E1,...,EN) — (1/2)K_1> asymptotically, we first recall that if
E,,...,Ey satisty (Al) and (A2) then, according to Lemma 2.8, N (dK(El, ..., EN) — (1/2)K71)

is asymptotically equivalent to

NE K(K 1) 1 g = ]\ 72 (B, )Y (Eny)
T D (. N

di(E1, ..., En) = (18)

1<ni#na<N

We claim that the calculations in Steps 1-3 indeed yield JK (E1,...,EN). By symmetry, the sum
over all ny # ns is equal to twice the sum over all ny < nsy, hence

~ NE-UK(K — —m \ 7
(B, Bx) = = ( 5 ) 3 <; - nQNn1> U(En, J¥(En,)-
1<ni<na<N

Since the leading factor coincides with the factor in Step 3 of the algorithm (note that (N)x =
N - Hf;ll (N —n)), it only remains to show

S () e =5

1<ni1<n2 <N
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This can be done by summing over n; and ns separately and by using the binomial theorem to

expand (1 — LN”I)KJ:

> (5- W)K_wam)wwnz)

1<ni<na <N

Y <K h 2) (; - 7];) () w(B (),

no=2n1=1 j=0

which equals S after rearranging the order of summation. Hence the algorithm based on Steps 1-3
indeed returns dx (F1, ..., Fx) and thus approximates the rescaled K-depth.

The runtimes of the K-depth are compared under various sample sizes up to 100 for K € {3,4,5}
in Figure 2. The median of the runtimes (in milliseconds) from one hundred measured repetitions are
considered. Since (nested) loops are extremely inefficient when using the software R, we implemented
the naive algorithm in C++ and only used a wrapper function to call this code in R. However, even
with this speedup via a C++ implementation, the difference between the performances of the naive-
and the linear implementation is still immense. Therefore, the runtimes presented in Figure 2 are
given on a logarithmic scale (with base 10). The three plots representing the 3-, 4-, and 5-depth
each contain the logarithmic runtime of the naive implementation in black (solid lines) and the one
of the linear implementation in red (dashed lines). As expected from an algorithm with runtime
O(NE), the effort to calculate the K-depth with the naive implementation increases significantly
as K gets larger. On the one hand, the graphics show this increase. On the other hand, differences
between the log-runtimes from the linear implementation can barely be seen since it has linear time
complexity for all K. The linear implementation should be chosen especially for high sample size.
These results confirm our theoretical analysis of the time complexity.

Since the linear implementation only yields the K-depth up to an asymptotically negligible
error, we end the section with a discussion on how large this error is. To this end, we consider an
input Ey, ..., Ey satisfying (A1) and (A2). The aim is to study the absolute difference between

3-depth 4-depth 5-depth
< < < A
™ 1 ™ o ™ -
E £~ £~
< < S
E E - E — o
| | |
g 8o 8o
- —
L 1
N N
T T T T T I T T T T T ! T T T T T
20 40 60 80 100 20 40 60 80 100 20 40 60 80 100
sample size sample size sample size

Figure 2: Logarithms of the runtimes for K-depth with K € {3,4,5} (black solid lines: naive C++
implementation, red dashed lines: linear implementation).
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the exact rescaled K-depth given in (3) and the value of the linear implementation given in (18).
More formally, if Xy g denotes the exact rescaled K-depth and Yy x denotes the value of the
linear implementation then the aim is to study the behavior of the random variable | Xy x —Yn k.
Figure 3 contains box plots of this absolute difference for K € {4,5} and various values of N
based on one hundred repetitions of Xn x and Yy xg. These box plots reveal that, unless N
is fairly small, the absolute difference between the exact K-depth and the value of the linear
implementation is negligibly small. Hence, in order to avoid larger errors, one should only use the
linear implementation for sufficiently large IV, e.g. N > 25 for K =4 or N > 50 for K = 5.

Remark 3.1. An alternative approach to avoid any errors is to directly use

K-2
JK(El,...7EN) = NK M Z <1 — |n2 _n1|) w(Enl)w(Enz)

() 4 2 N N

1<ni#n2<N

as a test statistic rather than the rescaled K-depth itself. This statistic still converges in distribution
to Ui (W) if assumptions (A1) and (A2) hold. Hence it has the same asymptotic quantiles as the
rescaled K-depth. Although its usefulness for applications is not immediately apparent, its efficient
computation via the linear implementation makes it more practical to use.

3.2 Quantiles and limit distribution

Unfortunately, it is unclear how to compute the quantiles of the limit distributions ¥x (W) in
Theorem 2.2 analytically. We therefore add simulations to approximate their quantiles and also
provide estimations of their density functions to highlight some of the properties of W (W). Since
simulating a Brownian motion and computing the integral of its transformation numerically still
leads to a (small) approximation error, we decided to take the simpler route of simulating the
K-depth of a large number N of residuals Fy, ..., Exy instead.

More precisely, for K € {3,4,5}, we consider 10° realizations of the K-depth of realizations
from N = 500 uniformly distributed independent random variables in [-1,1] using the linear imple-

4-depth 5-depth
A S
o o7 ¢
° 9 e °
N | e N N | ! . o R
o * ° o o8 ° .
. o HT s, 3 .
- ) LS ° o4 L} ° i E ! o3 i L ] ° ’ L ]
_o......:ooo it - o‘
o \Dratszziddidia] ol Toocsttighil]
o T T T 17T 1T T 17T 17T 1771 o T T 1T 17T T T T 1T 17T 17T T
10 25 40 55 70 10 25 40 55 70
sample size sample size

Figure 3: Absolute errors between the exact rescaled K-depth and its approximated version.
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Comparison of the estimated densities

1 | —— 3-depth
| = = 4-depth S
2o - 5-depth ,'._
0n -
[
)
0O n
o
S
o T T T T T
-3 -2 -1 0 1
X

Figure 4: Density plots of the asymptotic distribution of the K-depth for K € {3,4,5}.

mentation. Note that the uniform distribution is a somewhat arbitrary choice among distributions
that satisfy (A2). In Figure 4, the estimated densities of W (W) are presented by using those 10°
realizations. The kernel density estimation is done by the R-function density() with the default
settings. The distributions are asymmetric and have the upper bound K(f K_1)7 see Leckey et al.
(2019). Also note that the distributions tend to be more concentrated around zero as K increases.

Table 1 shows various a-quantiles of the asymptotic distribution. According to the estimated
densities, the quantiles are closer to zero for higher K. Assuming that N is sufficiently large, these
quantiles can be used as critical values for testing hypotheses with the K-depth, see also Leckey
et al. (2019).

Table 1: a-quantiles ¢, x of the limit distribution for K € {3,4,5}.

o 0.01 0.025 0.05 0.1 0.9 0.95 | 0.975 | 0.99
Qo3 | -2.200 | -1.645 | -1.222 | -0.800 | 0.557 | 0.603 | 0.633 | 0.658
Go,a | -1.637 | -1.234 | -0.931 | -0.624 | 0.470 | 0.525 | 0.563 | 0.597
Qo5 | -1.122 | -0.856 | -0.653 | -0.445 | 0.349 | 0.396 | 0.430 | 0.463

Note that for small sample sizes, the asymptotic quantiles can be a poor approximation of the
correct critical values for tests based on the K-depth. In this case, one should rather compute the
exact quantiles of the rescaled K-depth N(dx(E1,...,Ex) —(1/2)%~1) by considering all possible
2N sign constellations in order to compute all point masses of the distribution. This can also be
done for the test statistic in Remark 3.1 which has a slightly different distribution than (3) although
both converge to the same asymptotic distribution if (A1) and (A2) hold. In particular if K is large,
we recommend to always use the test statistic in Remark 3.1 instead of the exact K-depth, even
for small sample sizes N, in order to speed up the computation significantly.
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4 Conclusion

The K-depth is a general tool for analyzing residuals where an ordering is possible. It is not limited
to time series and models with univariate regressors since approaches of ordering multivariate data
exist, see Horn and Miiller (2020). Due to the fact that the K-depth is distribution-free under
independent residuals with median zero, we do not need additional distributional assumptions on
the errors of the model and thus we can use it for testing hypotheses in many situations. The
sign function in the K-depth robustifies the test statistic against outliers, and moreover, changes
of variances do not effect the test statistic.

For large sample sizes N, there are two problems: the ©(NX) complexity of calculating the
K-depth, and the asymptotic distribution of the test statistic is necessary to get critical values of
the test. This paper considers a derivation of the limit distribution of the K-depth by improving
and generalizing the proof idea in Kustosz et al. (2016a) for K = 3. Moreover, the derivation of
the asymptotics provides a possibility to compute an asymptotic equivalent version of the K-depth
in linear time. Simulations indicate that the differences between the exact and asymptotic version
of the K-depth are already for medium sample sizes irrelevantly small.

Further research will consider how the parameter K effects the power of the tests depending
on various models. In Kustosz et al. (2016a) and Leckey et al. (2019), we have already done such
simulation studies. Now, we have the possibility for much faster computations.

Note that the sign function 1 in the random walk W in (2) can be replaced by any other score
function and the convergence of W (W) to W i (W) would still hold as long as Donsker’s invariance
principle is still applicable. Hence one could also consider a test statistics ¥ K(WN ) where WN is
defined as in (2) but with a different score function {E than the sign function 1. Considering ranks
or other scores for 1; is a work in progress. Moreover, the independence assumption on the residuals
can be weakened, see Remark 2.4. Other aspects, we look ahead to, concern the investigation of
tests for independence based on the K-depth, the influence of the ordering in the multivariate case,
or studies on the robustness, breakdown points etc.

Generally, the idea to define a new depth concept by the asymptotically equivalent representation
in Lemma 2.8 (see Remark 3.1) should be mentioned. This can also lead to other depth concepts
by replacing ¥ g with a different functional V. This can also be combined with different choices for
the score function 1 as mentioned in the previous paragraph. Hence the test statistic in Remark 3.1
can be considered as an example of a general framework for defining residual-based tests where the
robustness can be adjusted by the choice of the score function ¢ and a model-based choice for T
can help increasing the power of the test.
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